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Preface 

This book grew out of lecture notes for a course on group theory that 
I taught to graduate students in Physics at the University of Wisconsin­
Madison. I myself learned much of this material from Charlie Goebel by 
sitting in on this class when he taught it before me. I want to take this 
opportunity to thank Charlie for his generosity in answering my endless 
questions as I was writing this book and to express my admiration for his 
command of the subject. Since group theory has been around for quite 
sorne time there is really nothing new in this book other than my approach 
to the subject- an example might be my treatment of the Wigner- Eckart 
theorem and the reduced matrix element in Chapter 4. 

Hermann Weyl is quoted by Freeman Dyson to have said "My work 
always tried to unite the true with the beautiful; but when I had to 
choose one or the other, I usually chose the beautiful". This is , perhaps, 
going too far but I also believe that mathematics , and particularly group 
theory, is beautiful. To a large extent my justification for writing this 
book is to convey that feeling. To see what I mean consider 80(2), the 
orthogonal group in two dimensions. This group is Abelian and therefore 
all its irreducible representations are one-dimensional. Yet the defining 
(vector) representation is obviously two-dimensional. The resolution of 
this dilemma by the duality concept- for details see Chapter 7- is an 
example of this beauty at work. 

At the end of every chapter in which a mathematician or physicist is 
mentioned for the first time I have included a short biographical sketch 
of that person. My hope is that the reader will be intrigued and pursue a 
more detailed biography of these individuals on whose shoulders we stand 
toda y. 

After providing in Chapters 1 and 2 the definitions of many of the 
concepts that will be needed I deal in Chapters 3 and 4 with rotations. 
This is material that most physicists learn when they deal with angular 
momentum and I use here group theory language to discuss matters 
familiar in a different setting. 

The preceding leads naturally to the discussion of rotations in n 
dimensions, which is the content of Chapters 5 through 8. vVhereas the 
tensor representations of SO( n) are a natural generalization of the orbital 
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angular momentum, the Spin(n) groups (i.e. the universal covering groups 
of the SO ( n) gro u ps) also ha ve spinor representations corresponding 
to generalizing spin angular momentum. These spinor representations 
are introduced using Clifford numbers. Although in general only their 
abstract properties are needed we provide an explicit construction in 
terms of 2m x 2m matrices, which simplifies the demonstration of which 
spinor representations are complex, orthogonal or symplectic. 

The Clifford numbers lead naturally to the discussion of composition 
algebras, Hurwitz's theorem, quaternions and octonions (Chapter 9), 
which in turn leads to the discussion of the exceptional group G2 as 
the group of automorphisms of octonions (Chapter 10). 

In Chapter 11 I return to the orthogonal groups to discuss their 
Casimir operators in a convenient matrix notation. Here I make the 
important point that far the orthogonal groups in even dimensions a 
Casimir operator constructed in a different way must be included in the 
integrity basis. 

In Chapter 12 unitary and symplectic groups are defined together 
with the orthogonal groups as classical groups and their dimensions and 
connectivity are obtained in one fell swoop by viewing them as unitary 
groups over the field of !R, C and D--i, i.e. the real, the complex and the 
quaternion. The unitary groups are discussed further in Chapters 13, 14 
and 15 where, in particular, in discussing irreducible representations of 
SU(n) the symmetric group is introduced and dealt with using the Young 
Tableaux. 

Chapters 16 and 17 describe the Cartan basis and the Cartan classi­
fication of semisimple algebras while Dynkin diagrams are introduced in 
Chapter 18. 

Space-time symmetries are discussed in Chapter 19, where I describe 
representations of the Lorentz group, and Chapter 20, where I describe 
representations of the Poincaré group. At the end of that chapter I 
describe conformal invariance and briefiy touch on Virasoro and Kac­
Moody algebras. 

In the last chapter I generalize to n space dimensions Pauli's group­
theoretical treatment of the energy levels of the non-relativistic hydrogen 
atom. 

There are many books on group theory, among those that look at 
group theory from the point of view of physicists I would like to mention 
Lie Groups, Lie Algebras and Some of Their Applications (1974) by 
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R. Gilmore, Group Theory in Physics (1985) by W. Tung and Group 
Theory, a Physicist's Survey (2010) by P. Ramond. The choice of topics 
in my book is somewhat more modern than Gilmore's and Tung's, for 
example I consider octonions, which they do not. Ramond's book is 
more sophisticated- again using octonions for comparison, whereas I only 
connect them to G2 he discusses their relation to all of the exceptional 
groups. 
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1 

Genera 1 ities 

We suppose it is reasonable to start with the definition of the word group, 
introduced into mathematics in its technical sense in 1830 by Galois. 
A group consists of a set of elements ( a,b,c, .. . ) and a composition 
law, which tells us how two elements are combined to form another 
element. We shall refer to the composition law as multiplication but 
it must be understood that this term is symbolic. 

The composition law must be associative: 

a( be)=( ab )c=abc, (1.1 ) 

there must exist an element e, called the identity , (which, as is easy to 
show, is unique) with the properties 

ae=ea=a, (1.2) 

every element a must have an inverse a- 1 such that 

(1.3) 

and we must have closure: if a and b are elements of the group then so 
is e, where c=ab. 

If the composition law is commutative, meaning 

ab=ba (1.4) 

for every a and b in the group then the group is called Abelian; otherwise, 
if for sorne a and b, ab=f.ba , it is called non-Abelian. 

A subgroup H of a group G is a group whose elements h are a subset 
of the elements g in G and a subgroup is called proper if it is not simply 
the identity element or the entire group. A subgroup H of a group G is 
called an invariant subgroup if for every hEH and every gEG we have 

(1. 5) 
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An example of a group is the infinite additive group of integers. Here 
the elements are all integers: ... -3, -2, -1, O, 1, 2, ... , and the composition 
law is ordinary addition. Clearly we have 

a+ ( b+c) = ( a+b) +c=a+b+c, 

a+O=O+a=a, 

a-a=-a+a=O, 

a+b=b+a=} Abelian. 

(1.6) 

(l. 7) 

(1.8) 

(1.9) 

The cyclic group Zn provides another example. This is a finite group of 
order n, meaning that it has n distinct elements ak,k=O,l, ... ,n-l, with 
a0 the identity, and ak=a1a1 ... a1=(a1 )k and an=(a1r=a0 . One says that 
this group is generated by a 1 (the word cyclic in this definition refers to 
the fact that this group is generated by a single element). This group is 
obviously Abelian and a concrete example of it is the addition of integers 
modulo n: ak----+k mod n. On the other hand, consider the nth roots of 
unity: 

2ikn 
exp--, k=O , 1, ... , n-l, 

n 
(1.10) 

with the composition law being ordinary multiplication- this is precisely 
Zn again. 

We have here an explicit example of an interesting feature of groups: 
our definition of Zn was merely a statement of its multiplication table 
and that is all. The addition of integers modulo n or the multiplication 
of nth roots of unity are realizations of the cyclic group Zn- these two 
realizations are completely different concretely, yet of course they are 
abstractly the same thing. When we have two such different realizations 
we say that the two groups are isomorphic. A mapping of one algebraic 
structure into another is called a homomorphism if it preserves all 
combinatorial operations associated with that structure. If the mapping 
is in addition one-to-one, or faithful, so that it could have been applied 
just as well in reverse, then it is called an isomorphism. 

Note that the abstract multiplication table is 

(1.11) 
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(all subscripts taken mod n), which is realized in the :first case by 

Pmod n+Smod n=(p+s)mod n (1.12) 

and in the second case by 

2ipn 2isn 2i(p+s )n 
exp--exp--=exp , 

n n n 
(1.13) 

i.e. if D(a) corresponds to element a then we must have 

D(a)D(b)=D(ab). (1.14) 

Our examples above were Abelian. As is well known, matrix multi­
plication is non-commutative and so not surprisingly expressing group 
elements by matrices is often an excellent way to obtain concrete descrip­
tions of non-Abelian groups. When a group is described in sorne concrete 
manner we say that we have a realization, and if this realization is in 
terms of matrices we say that we have a representation. 

If the number of group elements is finite we have a finite discrete 
group. If the elements are denumerably infinite then we have an infinite 
discrete group. If the elements forma continuum we have a continuous 
group. 

Now that we have defined the concept of a group we considera slightly 
more complicated object, a field. Whereas a group is a set of elements 
with one binary operation defined on them, by a field F we mean a 
collection of elements closed under two binary operations, conventionally 
called addition and mult iplication, such that 

i) under addition, F is an Abelian group with the identity element 
denoted by O; 

ii) under multiplication, F with O omitted is a group with identity 
element denoted by 1; 

iii) addition is distributive under multiplication, i.e. 

a(b+c)=ab+ac. (1.15) 

Familiar examples of fields are the rationals, the reals, and the com­
plex numbers. For each of these fields multiplication is commutative. 
The quaternions form a field with non-commutative multiplication. The 
integers are not a field because the multiplicative inverse of an integer is 
not an integer. 
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We next define a linear vector space V over a field F as a collection 
of elements vi, v 2 , . .. EV called vectors and a field F, whose elements f 
are called scalars , and two kinds of operations called vector addition 
and scalar multiplication, such that 

i) the vectors form an Abelian group under vector addition; 
ii) for vEV, f EF we ha ve scalar multiplication obeying 

fvEV, 

Ji (hv)=(fih)v , 

lv=vl=v, 

f(v1 +v2)= fv1+ fv2, 

(Ji+ h)v= Ji v+ f2v. (1.16) 

An important concept here is that of a basis , which means a complete 
set oflinearly independent vectors. The vectors v 1 , v 2 ,. .. , Vn are linearly 
independent if 

( 1.17) 

and they form a complete set if any vector can be expressed in terms of 
them. A vector space is called N-dimensional if it is possible to find in it 
N linearly independent vectors but not N + 1; any such maximal set of N 
vectors provides a basis. 

The n x n real matrices are an example of a vector space. This is the 
space whose "vectors" are the matrices and vector addition is ordinary 
matrix addition. The "scalars" are the reals and scalar multiplication is 
ordinary multiplication of matrices by numbers. 

This space is n 2-dimensional anda basis is provided by the n2 matrices 
with zeros everywhere except for a 1 in a single place, a different place 
for each of the n 2 matrices. For example, for n=2, a basis is the following 
four matrices: 

(1.18) 

A canonical realization of an N-climensional vector space is in terms 
of N x 1 matrices with basis vectors 
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1 o o 
o 1 o 
o o o 

€1= e2= , ... , eN= (1.19) 

o o o 
o o 1 

and all N-dimensional vector spaces over the same field F are isomorphic. 
A linear algebra A is a vector space V in which an additional 

operation called vector multiplication (which we denote by #) is 
defined such that 

u,v,wEV ==}u#vEV, 

(u+v)#w=u#w+v#w, 

u#(v+w)=u#v+u#w. 

(1.20) 

Table 1.1 indicates the increasing complexity of concepts: 

Table 1.1 Concepts 

set 

group 

field 

Elements 

one kind 

one kind 

one kind 

Operations 

non e 

one kind: multiplication 

two kinds: addition and 
multiplication 

vector space two kinds: vectors and two kinds: vector addition and 

algebra 

scalars scalar multiplication 

two kinds: vectors and three kinds: vector addition, 
scalars scalar multiplication and 

vector multiplication 

Now an algebra can have additional properties and then it is given spe­
cial names. The algebra is called associative if (u#v)#w=u#(v#w). 
It is said to possess an identity 1 (in general different from the O or 
the 1, the identities under vector addition and scalar multiplication) if 
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v#l=l#v=v. It is said to be symmetric if v # w=w#v, antisym­
metric if v#w=-w#v, and finally it is said to have the derivative 
property if u#(v#w)=(u# v) # w + v#(u# w ). 

For our first example we consider nxn real matrices, which forma real 
n2-dimensional vector space under matrix addition and multiplication by 
reals. If we define # to be matrix multiplication we obtain an algebra 
that is associative and has the identity (l) ik=bik· [Note that this identity 
is different from (O)ik=Ü, the identity under matrix addition, or from 1, 
the identity under scalar multiplication.] 

For our second example we consider the set of real nxn symmetric 
matrices. A matrix S is called symmetric if 

(1.2 1) 

where the superscript T denotes transpose, which is the operation that 
fiips a matrix across its main diagonal, i. e. for any matrix NI we have 

(MT).;1;;=(M)ki· (1.22) 

Clearly this set is a subset of the vector space of our first example and is 
itself a vector space. If we now define # to be matrix multiplication we 
do not get an algebra because the matrix obtained by multiplying two 
symmetric matrices is not itself symmetric in general: 

(l.23) 

If, however, we define # to be symmetrized matrix multiplication: 

(l.24) 

then we do get an algebra- one readily verifies that it is not associative, 
and not derivative, but it <loes have an identity, namely ~l. The structure 
{S1 ,S2}, defined above, is called the anticommutator of S1 and S2 . 

As a third example we consider real n x n antisymmetric matrices A 
satisfying 

(1.25) 

which is again a subset of all nxn real matrices, which is again not 
closed under matrix multiplication. If, however, we define # to be 
antisymmetrized matrix multiplication: 

(l.26) 
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then this system is an algebra, which is not associative, does not have an 
identity, but does have the derivative property 

(1.27) 

which can be verified by explicit calculation ( we assume here that a 
product like A 1A2 is defined by ordinary matrix multiplication). The 
structure [A1,A2], defined above, is called the commutator of A1 and 
A2 and (1.27) is the Jacobi identity applied to commutators. 

We note that the dimensions of these algebras (meaning the dimensions 
of the corresponding vector spaces) are n(n+l)/2 for the symmetric case 
and n( n-l) /2 for the antisymmetric case. 

Biographical Sketches 

Galois, Evariste (1811- 32) was born in Bourg-la-Reine, France. His 
mathematical genius was not recognized while he was alive. At the age 
of seventeen he submitted a paper for presentation to the Académie, 
which was lost by Cauchy; another paper submitted later was rejected 
by Poisson as "incomprehensible". He was killed in a duel. On the night 
before the duel he spent hours jotting down notes for posterity concerning 
his discoveries. He used group theory to show when an algebraic equation 
could be solved by radicals. 

Abel, Niels Henrik (1802- 29) was born in Finn0y, Norway. He lived in 
poverty and died of tuberculosis. Two days after his death a letter was 
written informing him that he was to be appointed professor of mathemat­
ics at the University of Berlin. He too hadan important paper misplaced 
by Cauchy. In 1824 he published a proof that there is no algebraic formula 
for the roots of a general algebraic equation of fifth degree. He developed 
independently of Jacobi the theory of elliptic functions emphasizing their 
analogy with the familiar trigonometric functions. In his studies of the 
theory of equations he used commutative groups. 

Jacobi, Carl Gustav Jacob (1804- 51) was born in Potsdam, Germany. 
He published in 1829 Fundamenta nova theoriae functionum ellipticarum, 
the first definitive book on elliptic functions. He developed an approach to 
mechanics that we refer to today as the Hamilton- Jacobi formalism. The 
Jacobi identity was shown by him in application to the Poisson bracket, 
a structure isomorphic to the commutator. 



2 

Lie groups and Lie algebras 

Lastly in our list of definitions we woulcl like to get to the words Lie 
groups ancl Lie algebras. Suppose that we have a continuous group, 
where elements of the group can be parameterizecl by, say, d parameters, 
i.e. d real numbers that vary continuously: we have a d-dimensional 
manifold. Thus, at every point in parameter space we can erect a 
Cartesian coorclinate system with d orthogonal axes. This means that 
statements can be made about the topology of the parameter space­
which is what is meant by the topology of the group itself. 

Let us consider here briefly the example of SU(2): the group whose 
elements are unitary unimodular 2 x 2 matrices with complex entries 
and for which the composition law is ordinary matrix multiplication. 
A word about the name: U(n) denotes the group whose elements are nxn 
unitary matrices, SU(n)- S for special- stands for the subgroup of U(n) 
consisting of unimodular matrices. A matrix Z is unitary if its hermitian 
adjoint (i. e. complex conjugate transpose) is equal to its inverse: 

(2 .1) 

and it is unimodular if its cleterminant is equal to +l. We shoulcl verify 
that such matrices forma group. The only property that is not completely 
obvious is closure. If Z,YESU(2) then 

(ZY)t=ytzt=y- 1z-1=(ZY)-1 ancl det(ZY)=(clet Z)(clet Y)=l, 
(2.2) 

so closure is obeyecl. 
An element of SU(2) can be written as 

Z= (~ ~)· (2.3) 

Above is any 2x 2 matrix with complex entries- it is obviously an 
8-parameter quantity: the real and imaginary parts of a, b, e and d. If 
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we write the unitarity statement, (2.1), as 

l =zzt 

we have quite explicitly (the *denotes complex conjugate) 

( 1 º) = ( ª b) ( ª* O 1 e d b* 
c* ) - (ªª*+bb* 
d* - ca*+db* 

ac*+bd*) 
cc*+dd* ' 

that is the rows (and columns) are orthonormal complex 2-vectors: 

ial2+lbl2=l , 

lcl2+ldl2=l, 

ac*+bd*=O, 

ca* +db*=O, 

(2.4) 

(2.5) 

(2 .6) 

which provides four constraints on our eight parameters because the first 
two equations involve only real quantities, while the next two equations 
involve complex quantities, but are in fact each others complex conjugate. 
By taking the determinant of the unitarity statement l=Z zt we get 

idetZl=l:::} detZ=expia, (2.7) 

i.e. det Z involves just one real number a, so the unimodularity constraint 
is only one more constraint. So we have in fact a 3-parameter group. The 
reader who recognizes SU(2) as angular momentum is not surprised. 

Another example familiar to physicists is the group of Lorentz trans­
formations. This is a 6-parameter group- three Euler angles to specify a 
rotation in space, three components of velocity to specify a boost. One 
can show that the relevant matrix group is 0(3,1) whose elements are 4x4 
orthogonal matrices, which are parameterized by 4x3/2=6 parameters. 

We define a Lie group to be a group, which has an infinite number 
of elements, where thc elements are analytic functions of d parameters. 
vVe should like somehow to exhibit these parameters and this is where 
Lie algebras come in. Suppose that g(x) is an element of the Lie group 
parameterized by the d parameters x=(x1, x2, ... ,xd)· If we agree that the 
identity element is parameterized by x=O then any element sufficiently 
near the identity can be expressed as 

(2.8) 



10 Lie Groups and Lie Algebras: A Physicist 's Perspective 

where the Xa are our parameters and the Xa are called infinitesimal 
generators. From now on it is assumed that repeated indices are summed 
over the appropriate range ( from 1 to d in the present case). 

The essential properties of our group are in the Xa, not the .Ta, which 
are mere parameters. The Xa are linearly independent operators of the 
same nature as the g (meaning that if the g are, say, nxn matrices, t hen 
so are the Xa)· The XaXa, i. e. all the linear combinations of the Xa , form 
a d-dimensional vector space, with the Xa a basis in that space. This 
vector space becomes an algebra, the Lie algebra, when we define on it 
vector multiplication to be the commutator: 

(2.9) 

It follows from these definitions that a Lie algebra is antisymmetric and 
has the derivative property. 

Since the vector product defines a vector in our vector space that is 
spanned by the Xa , we must have 

(2.10) 

which is a relation of fundamental importance in the theory. The appear­
ance of the imaginary unit i in (2.10) is correlated with the i in (2.8) 
and results in the generators being hermitian in unitary representations 
(which is viewed as an advantage by physicists): 

(2. 11) 

It follows that the fn{, called structure constants , are real numbers 
because the generators are hermitian. Further, it follows from (2.10) that 

(2.12) 

and that when the generators are represented by matrices these matrices 
must be traceless. In view of the relation det(expNI)=exp(trM), where 
trM stands for the trace of the matrix lVI, it follows that only unimodular 
group elements can be expressed in the form (2.8). 

Since the Lie algebra has the derivative property we have 

(2.13) 
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and it follows from (2.10) and (2.13) that a bilinear expression in the 
structure constants vanishes , which can be stated as 

(2.14) 

where the Ta are matrices constructed out of the structure constants 
according to 

(2.15) 

Thus, we discover a representation of the Lie algebra by dx d matrices 
formed from the structure constants- this is the so-called adjoint repre­
sentation. Because it involves dx d matrices we say that the dimension 
of this representation is d. We shall see that representations of other 
dimensions are also possible. The number d, in its capacity as the number 
of parameters , therefore number of generators, is called the order (also 
the dimension) of the group. 

As mentioned befare, the generators provide a basis for the Lie 
algebra- we can change that basis and then we have different structure 
constants although we have, of course, the same algebra as before. Sorne 
of this arbitrariness can be removed by noting that we can form out of 
the structure constants the object 9ab by 

(2.16) 

which is a symmetric real matrix, known as Cartan's metric tensor. 
Such a matrix can always be diagonalized. So a basis can be found in 
which 

(2.17) 

where the ka, being eigenvalues of a real symmetric matrix, are real. 
Ideally, we would like to find a basis where 9ab=c6ab (where e is sorne con­
venient constant) but of course that is only possible if all the eigenvalues 
are non-zero and of the same sign. 

It turns out that all the eigenvalues are non-zero if and only if the alge­
bra is semisimple- this is known as Cartan's criterion for semisimplicity 
and before proving it we must first define "semisimple." A group is called 
simple if it contains no invariant subgroups besides itself, the identity 
and possible discrete subgroups; it is called semisimple if it contains 
no Abelian invariant subgroups besides the identity and possible discrete 
subgroups. A one-dimensional group is not semisimple since it cont ains 
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an Abelian subgroup- namely itself. To avoid the embarrassment of a 
simple group not being semisimple we add to the definition of a simple 
group the requirement that it have more than one dimension. 

To obtain the corresponding concepts for the algebra we observe that 
the Lie algebra AH of a subgroup H of G is a subalgebra of the Lie 
algebra !le of G. That means that if we denote the generators in !le by 
Xa and those in AH by Xa, the Latin indices ranging over sorne set 1, 
the Greek indices over sorne set J, then a basis can be chosen such that 
J is a subset of 1 and the structure constants obey 

Íar/=0 for e~]. (2.18) 

If H is an invariant subgroup then AH is an invariant subalgebra, or an 
ideal, and the structure constants obey in addition 

(2.19) 

Further, AH is called Abelian if H is Abelian. In that case the structure 
constants obviously all vanish: 

(2 .20) 

Lastly, the algebra Ae is called simple if it contains no proper ideals and 
is not one-dimensional, it is called semisimple if it contains no Abelian 
ideals except {O}. 

Now, Cartan's criterion is: a Lie algebra is semisimple if, and only if, 

det 9ab=/:-O. (2.21) 

Let us show that the determinant vanishes if the Lie algebra contains 
an Abelian ideal. Using now Greek letters to denote the indices in the 
subset J referring to the Abelian ideal we have 

_ J n¡ m_ J n¡ µ 9aa-- am an -- aµ an beca use 

= fµa n Ían~l= fµav Íavµ=O beca use 

hence the column b=a of the matrix 9ab is O, hence det 9ab=O. 
One way to think about semisimplicity is this: one would like to think 

of the structure constants as codifying all the information about the 
algebra; clearly if they all vanish the structure constants have little to say 
about the set Xa- it follows that having an Abelian invariant subalgebra 
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is a nuisance. Another way this nuisance manifests itself is in the fact 
that the Cartan metric has no inverse. 

VVe note that the Cartan metric can be used to lower the superscript 
in the definition of the structure constants: 

(2.22) 

which shows that f ab(' is completely antisymmetric (since the trace of 
the product of two matrices is invariant under the exchange of the two 
matrices). Of course for semisimple groups subscripts can be raised using 
the inverse of the Cartan metric. 

As mentioned before it would be nice if a basis could be found in which 
the Cartan metric is proportional to Óab, which is equivalent to the Cartan 
metric being positive definite. This turns out to be possible if the group 
is semisimple and compact . We shall say that a group is compact if the 
volume in parameter space is finite. 

Consider again the example of the SU(2) group. We can use (2.6) and 
unimodularity to solve for e and d: 

C=-b*, d=a* 

and so we can express ZESU(2) in terms of two complex parameter a 
and b as 

Z=(-~* ~*), (2.23) 

where the two complex parameters are subject to the constraint 

(2.24) 

due to unimodularity. The explicit parameterization is completed by 
observing that (2.24) is satisfied by 

(2.25) 

o:s;'!9:s;~ , o:s;cp<21f, o:s;'lj;<21f, 

which shows that the range of the parameters is bounded, hence volume 
in parameter space is finite. 

Another way of thinking about SU(2) being compact is to note that 
the parameterization abo ve is really telling us that topologically SU ( 2) 
is S3- a unit 3-sphere. What we mean is this: we call the real points x1 

and x2 for which 
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(2.26) 

the unit disc [)2- a two-dimensional manifold embedded in lR 2
, the two­

dimensional Euclidean space. The boundary of [)2 , defined by all points 
for which the equality holds in (2.26) is called a 1-sphere, S1 , a one­
dimensional manifold ( the circumference of a circle): 

(2.27) 

Similarly 

(2.28) 

defines S2 ' the 2-sphere, a two-dimensional manifold, the thing that in 
our ordinary three-dimensional world we call the surface of a ball [8 3- a 
three-dimensional manifold embedded in [R3 : 

(2.30) 

N ext S3 , the 3-sphere, is defined by 

2 2 2 2 1 
X1 +x2+x3+x4= , (2.31) 

a three-dimensional manifold, the boundary of the four-dimensional ball 
[84 , embedded in lR4 . 

Going back to SU(2) we note that if we express the complex numbers 
a and b in terms of their real and imaginary parts as follows 

(2.32) 

then the constraint (2.24) becomes (2.31), i.e. topologically SU(2) is S3 . 

It remains to remark that the volume VN of an N-sphere SN (i.e. the 
N-dimensional surface of a ball of uni t radi us in N + 1 dimensions) is 
finite. It is given by the formula 

(2.33) 

Thus, we conclude that the SU(2) group is compact. The corresponding 
Lie algebra is denoted by su(2)- we follow the convention of denoting the 
group by upper case and the algebra by lower case letters. The generators 
of su(2) must be 2x2 hermitian traceless matrices. Clearly the following 
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four matrices 

(~ ~) (~ ~) (~ ~) (~ ~) 
span the space of 2 x 2 matrices. An equally good set is obtained by 
replacing the first two by half their sum and difference and the last two 
by half their sum and difference: 

~ (º 1) 
2 1 o ' 

and if we omit the first one (proportional to the unit matrix) the remain­
ing three are a basis for 2 x 2 traceless matrices. Finally, if we multiply 
the last one by i we have a hermitian set and so we arrive at t he following 
standard choice for the three linearly independent Xa: 

X1=~(~ ~), X2=~(~ -~), X3=~(~ -n (2.34) 

and therefore 

(2.35) 

where the subscripts run over 1, 2 and 3 and where Eiik is antisymmetric 
under the exchange of any pair of subscripts and E123=+ l. So for this 
algebra and this choice of basis we obtain for the Cartan metric 

(2.36) 

i.e. for su(2) the Cartan metric is positive definite. 
But now to see what non-compact means we take another example: 

SL(2,lR)- the special linear group in two dimensions over the reals. This is 
the group whose elements are unimodular 2x2 matrices with real entries. 
With multiplication defined as ordinary matrix multiplication this is obvi­
ously a group. Again obviously an arbitrary real 2 x 2 matrix is specified 
by four parameters (its four matrix elements) and the unimodularity 
constraint reduces this to three parameters- what are they? 

Let us write the 2 x 2 matrix A with real entries in the peculiar way 

(2.37) 
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which can always be done since we have four real parameters o:1 , o:2, /31, 
/32 to match the four matrix elements of A. Now AESL(2,IR) if 

l=detA=o:~-/3i+o:~-/3i=io:i 2 -l/31 2 , (2.38) 

where o: and f3 are the complex numbers 

0:=0:1 +io:2, /3=/31 +i/32. 

Equation (2.38) is satisfied by the following parameterization 

o:=ei4'coshx, f3=ei'ij;sinhx, 

o:::;x<oo, o:::;<jJ<2n, o:::; 'ljJ<2n. 

(2.39) 

(2.40) 

Clearly the range of the parameters is unbounded. Equivalently, we should 
recognize that the constraint (2 .38) defines the three-dimensional mani­
fold IH 3 whose volume is infinite. Instead of the sphere of the SU(2) case 
we have a hyperboloid- the group SL(2,IR) is non-compact. 

We now look at the sl(2,IR) algebra. In view of the relation between 
group elements and generators as given by (2.8) we need for the generators 
a set of three traceless 2 x 2 matrices that are pu re imaginary- we can 
simply take the generators we found for su(2) and multiply the two real 
ones by i. Thus, we have for the generators of sl(2,IR) 

-~) 
(2.41) 

and therefore 

(2.42) 

which looks just like the commutators in the su(2) case except for the 
minus sign in the third commutator. If we now evaluate the metric tensor 
g u for this case we find 

(2.43) 

i.e. in contrast to su(2) the metric is indefinite. 
We note in passing that whereas the su(2) generators were hermi­

tian only one of the sl(2,IR) generators is hermitian and two are anti­
hermitian. Thus, whereas the representation of SU(2) by 2x2 matrices is 
unitary, the representation of SL(2,IR) by 2 x 2 matrices is not. These are 
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manifestations of the theorem that states that unitary representations of 
compact groups are finite-dimensional , whereas unitary representations 
of non-compact groups are infinite-dimensional. This will be shown later 
using the concept of the quadratic Casimir operator and at that point 
we will complete the proof that 9aú is positive definite if the group is 
compact. 

Biographical Sketches 

Euler, Leonhard (1707- 83) was born in Basel, Switzerland. At the age 
of seventeen he received a master degree in philosophy from the University 
of Basel. In 1727 he started working at the Imperial Russian Academy of 
Science in St. Petersburg, became Professor of Physics in 1731 and even­
tually head of the Mathematics department. He spent the years from 1741 
to 1766 at the Berlín Academy, then returned to St. Petersburg where he 
died in 1783. He was most prolific, having published (sorne posthumously) 
866 items in spite of becoming blind. His name is associated among other 
things with the problem of the seven bridges of Koningsberg, the relation 
V - E+ F=2 connecting the number of vertices , edges and faces of certain 
polyhedra, the product formula for the Riemann zeta function , the base 
e of the natural logarithms, the relation ei'P=cos<p+isirnp and, its special 
case, the identity é'r + 1=0. 

Líe, Sophus (1842- 99) was born in Nordfjordeide, Norway. He was 
visiting France with Felix Klein when the Franco- Prussian war broke 
out in 1871. Klein, being German, had to leave France in a hurry, while 
Lie decided to go hiking in the Alps. Because of his poor command of the 
French language and his N ordic appearance he was arrested as a German 
spy and spent about a month in prison befare frantic efforts by Darboux 
got him released. While studying contact transformations arising from 
partial differential equations he developed an extensive theory of contin­
uous families of transformations, now known as Lie groups. 

Cartan, Elie Joseph (1869- 1951) was born in Dolomieu, France, the 
son of a blacksmith. He was professor in Paris from 1912 to 1940. He 
reformulated Lie 's work and, followed by Weyl, created the theory of Lie 
groups. Among his discoveries are the theory of spinors and the exterior 
differential calculus. His name is attached to many concepts- to name 
justa few in group theory: Cartan metric tensor, Cartan subalgebra, Car­
tan matrix. His thesis is often quoted when referring to the classification 
of simple Lie groups. 



3 

Rotations: S0{3) and SU(2) 

Now this is supposed to be a familiar subject and we shall use it to 
illustrate sorne of our abstract concepts. 

Two dimensions. With conventional Cartesian coordinates we have 
for the vector from the origin to the point P= ( x ,y) the relations 

x=rcosa, y=rsina, (3.1) 

w here r is the norm ( or length) of our vector 

(3.2) 

!J 

P' 

p 

X 

Fig. 3.1 Rotation by an angle e 

and a is the angle that the vector from the origin to P forms with 
the x-axis. As everybody knows if we rotate this vector by an angle e 
counterclockwise the point P goes to P'=(x',y'), where 

x' =reos ( a+e) =r ( cosacosB-sinasinB) =xcosB-ysinB 

y' =rsin (a +e) =r ( sinacose +cosasinB) =y cose+ .TsinB . 
(3.3) 
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Clearly x'2+y'2=r2, i.e. the rotation preserves the length of our vector. 
We may rewrite (3.3) as 

and view the 2 x 2 matrix 

R(())= (c~s() -sin()) 
sm() cos() 

as representing the rotation by () counterclockwise. 
Clearly we have a group because 

R( ()1) R( ()2)=R( ()1 +()2)=R( ()2)R( ()1) , 

R(()) - 1=R(-()) , 

R(ü)=l2 

(3.4) 

(3.5) 

(3.6) 

(where 12 denotes the 2x2 unit matrix). It is an Abelian one-parameter 
group, O:s;()<n, and it is compact. It is isomorphic to the additive group 
of real numbers mod 2n. 

As we look at ( 3. 5) we see that R is a 2 x 2 real matrix satisfying 

R- 1=RT and det R=+ l. (3.7) 

The first of these properties ensures that the length of our vector is left 
unchanged by the transformation and defines what is known as orthogonal 
matrices or transformations. We generalize to n dimensions by defining 
O to be an orthogonal matrix if it is an nxn real matrix satisfying 

(3.8) 

Writing this as ooT =1 and taking the determinant of that statement we 
ha ve 

l=det( OOT)=( detO) ( detOT)=( det0) 2 

and we see that the determinant of an orthogonal matrix must be ±1. 
When the determinant is + 1 we ha ve rotations , when it is -1 we ha ve 
reflections. In our two-dirnensional case an example of a transformation 
with determinant equal to -1 is 
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(~ -~) (3.9) 

corresponding to refiecting one of the Cartesian axes. We note that the 
refiection of both Cartesian axes is described by 

(
-1 º) o -1 . (3.10) 

This has determinant equal to +1 so is a rotation-comparing with (3.5) 
we see that it is a rotation by an angle ()=n. 

Clearly, orthogonal nxn matrices forma group called O(n): the com­
position law is ordinary matrix multiplication, the identity is given by 
the unit matrix, the inverse is given by the transpose and closure holds 
beca use 

(3.11) 

The unimodular orthogonal matrices, i.e. the rotations, form a subgroup 
called SO(n). The refiections do not forma subgroup since they do not 
contain the identity nor obey closure. 

Recalling the parameterization g(x)=expixaXa, we see that gT=g- 1 

implies XJ' =-Xa, i.e. the generators of the orthogonal group are given 
by antisymmetric matrices. Such matrices are of course traceless, as we 
already knew from (2.10), so the corresponding exponential is unimod­
ular, that is we are dealing with SO(n), the special orthogonal group. 
Here is an explicit example of the fact that only elements of the group 
connected with the identity element can be parameterized in our standard 
exponential fashion- a refiection cannot possibly be obtained by varying 
a parameter continuously from O ( corresponding to the identity) to sorne 
finite value ( corresponding to the refiection) because the value of the 
determinant cannot be continuously changed from + 1 to - 1 when those 
are the only values that the determinant can have. 

We say that a space is connected if any two of its points can be joined 
by a curve lying in the space. It is clear from the preceding remarks that 
the orthogonal groups consist of two disconnected pieces corresponding 
to determinant + 1 and -1 . One of the two pieces is the one connected 
to the identity, the SO ( n) subgroup. The other piece is obtained by 
taking every element from the SO(n) piece and multiplying it by, say, 
the diagonal n x n matrix 
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diag ( - 1, 1, 1, ... , 1 ) . (3.12) 

As we know the number of antisymmetric nxn matrices is n(n-1)/2, 
this is the number of generators and the number of parameters of SO(n). 
Moreover, since the group elements are real the generators must be pure 
imaginary. Thus, in particular in two dimensions the so(2) Lie algebra 
consists of just the one generator X of the form 

(3.13) 

Any real multiple of X would still be an antisymmetric pure imaginary 
matrix but that the choice (3.13) is correct can be seen by the explicit 
calculation 

exp(iBX)= ~
00 

(ieXt /n!=1 2 ~
00 

en /n!+iX~
00 

en/n! 
L.....,n=O L.....,n= even L.....,n= odd 

= 12cose+iX sine=R( e), 

where we have used (iX)2=1 2 . 

Three dimensions. Here things get to be a little more interesting. 
Clearly our two-dimensional results above can be viewed as rotating in 
sorne two-dimensional plane considered as a subspace of the familiar 
three-dimensional space that we live in. If we label the three orthogonal 
directions as 1, 2, 3 we have as the rotation by e counterclockwise in the 
1- 2 plane 

(

cose - sine º) 
R 12 (e)= sine cose O 

o o 1 
(3.14) 

- this is often referred to as a rotation by e about the a.r,is 3. In three 
dimensions the 1- 2 plane can be associated with a single number- the 
missing number 3. In more than three dimensions this does not work and 
we must describe rotations as taking place in a plane rather than around 
an axis. 

We saw that the group of rotations in two dimensions was Abelian. 
It follows that in three ( and more) dimensions rotations in a given 
plane commute- but what about rotations in different planes? Of course 
everybody knows that the answer is no- rotations in different planes in 
three dimensions do not commute. In more than three dimensions it is 
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possible for rotations in certain different planes to commute as we shall 
see in detail la ter. 

Now, the group of transformations that leave the length of a vector 
in three dimensions unchanged is 0(3)-the group whose elements are 
real 3 x 3 orthogonal matrices with multiplication defined as ordinary 
matrix multiplication. The subgroup of 0(3) consisting of unimodular 
matrices is S0(3) and describes rotations, which can be parameterized in 
our standard manner with generators that must be 3x3 antisymmetric 
pure imaginary matrices. The number of antisymmetric 3 x 3 matrices is 
3x2/2=3 and so a possible choice of our generators is 

o º) ( o o 1) O -1 , X 2=i O O O , 
1 o -1 o o 

(3.15) 

so that 

(3.16) 

Since rotations in three dimensions are generated by angular momen­
tum we shall refer to these Xi as the Cartesian components of the angular 
momentum operator in units such that the Plank constant h equals 2rr. 

Here, the Eijk is the same antisymmetric symbol that appeared in 
connection with the su(2) Lie algebra and we have the remarkable result 
that the su(2) and so(3) Lie algebras are isomorphic. Comparing (3.15) 
with (3.13) we see that X 3 generates clockwise rotations in the 1-2 plane, 
X 1 in the 2- 3 plane and X 2 in the 3- 1 plane 

We also see that the 3 x 3 matrices (3.15) can be written as 

(3.17) 

in other words we have here the adjoint representation, which is three­
dimensional. 

The isomorphism of the su(2) and so(3) Lie algebras means that 
the SU(2) and S0(3) Lie groups are locally isomorphic, since the local 
properties of the group are completely described by the algebra. Not so 
for global properties. We have seen before that the topology of SU(2) 
was that of S3 , a 3-sphere. To obtain the topology of S0(3) we remark 
that every rotation in three dimensions can be thought of as being about 
sorne axis by sorne angle no greater than 7r. So we can parameterize every 
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rotation by a 3-vector whose direction is that of the axis of rotation and 
whose length is equal to the angle of rotation. Thus, if (6,6,6) specifies 
a point in parameter space of S0(3) we have the requirement 

(3.18) 

which is 183 , the three-dimensional ball. However, we now note that while 
every rotation by an angle smaller than n corresponds to a unique point 
inside this ball, rotations by n and -n about any axis are the same 
rotation but correspond to diametrically opposite points on the surface 
of our ball. Thus, the parameter space of S0(3) is 183 with opposite points 
on its surface identified. 

Although the SU(2) and S0(3) groups are not isomorphic they are 
homomorphic, as we now explain. Let P=(y1,y2,y3 ) and let P'=(y~ ,y; , y~), 
where P' is the point obtained from P by sorne rotation about the origin. 
We describe this rotation now in the following two ways: 

i) Assemble the coordinates of Pinto a 3xl (column) matrix Y, those 
of P' into Y' and write the relation between them as 

Y'=RY , (3.19) 

where the 3 x 3 matrix R describes the rotation. This is the standard 
approach and we know that RES0(3). 

ii) Assemble the coordina tes of P into a 2 x 2 hermitian matrix H as 
follows 

H=( Y3. Y1+iy2). 
Y1 -1y2 - y3 

Similarly, assemble the coordinates of P' into H'. We have 

trH'=O=trH det H'=-r'2=-r2=detH , , 

(3.20) 

(3.21) 

where the equality of the determinants is due to H' being obtained 
from H by a rotation. Therefore, we can relate H' to H by a similarity 
transformation 

H'=QHQ- 1 (3.22) 

since such transformations preserve the trace and determinant. Since H 
and H' are complex 2x2 matrices so must be Q. Since H and H' are 
hermitian Q must be unitary (therefore Q- 1 exists). But now we note 
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that if Q satisfies (3.22) then so does cQ, e is an arbitrary number of unit 
magnitude. Without loss of generality we can restrict this arbitrariness 
by requiring det Q=+l. Thus, QESU(2) and c2=1, i.e. c=±l. 

With these two ways of describing a rotation we arrive at the conclu­
sion that R, an element of S0(3), corresponds to the two elements Q and 
- Q of SU(2), i.e. the homomorphism of SU(2) to S0(3) is two-to-one. 

Another way to describe the situation is to note that the two elements 
of SU(2) 

(1 º) (-1 º) O 1 and O -1 (3.23) 

form a discrete invariant Abelian subgroup of SU(2), isomorphic to 7!._ 2 . 

Because these elements commute with every element of SU(2) they form 
what is called the center of SU(2). We may then form SU(2)/Z2 , the 
so-called factor group, by identifying any two elements of SU(2) whose 
ratio is an element from the center. This factor group is S0(3) and so 
finally we arrive at the following isomorphism 

S0(3)~SU(2)/Z2 . (3.24) 

The parameter spaces of S0(3) and SU(2) also differ in their connec­
tivity. As we said before a space is said to be connected if any two of 
its points can be joined by a curve lying in the space; we will say that 
it is simply connected if any two such curves connecting two points 
can be continuously deformed into one another. Equivalently, if the space 
is simply connected and has more than one dimension any loop can be 
shrunk to a point. All the sn , except for S1, are simply connected hence 
SU(2) is simply connected since S3 is its group space . The group space of 
S0(3)- which is S3 /7!._ 2- is not simply connected. If we draw a curve in S3 

from sorne point corresponding to the element u in SU(2) to sorne point 
u' we cannot continuously deform it in to a curve in S3 from u to -u', even 
though these two curves join the same two points in S3 /7!._ 2. Alternately 
by thinking about the group space of S0(3) as 183 with diametrically 
opposite points on the surface identified we can see that there are two 
types of loops: loops that can be shrunk to a point and loops that can be 
deformed to a diameter. ·\file express that by saying that S0(3) is doubly 
connected. 

The picture below helps to explain why S1
, in contrast to all the other 

sn,n>l, is not simply connected. Clearly the paths from a to b going 
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clockwise or going counterclockwise cannot be deformed into each other 
if we are required to stay in si' the circumference of the circle below. If, 
however, we are talking about, say, S2 with the picture below describing, 
say, the equator viewed from the north pole then the one path can easily 
be deformed into the other by sliding it over the northern hemisphere, all 
the deformations lying in S2

. 

a b 

Fig. 3.2 Connectivity 

There is an infinity of paths from a to b in si that cannot be deformed 
into each other, i.e. si is infinitely connected. We are referring here to 
paths from a to b winding around the center O times, 1 time, 2 times, 
etc. Recalling our parameterization of S0(2) we see that the group space 
is si, so S0(2) is infinitely connected. As mentioned befare, S0(2) is 
isomorphic to the group of real numbers under addition mod 27T, i.e. 

(3.25) 

where we denote by IRi the additive group over the reals. 
The isomorphism of the so(3) and su(2) Líe algebras raises the 

question: how many different groups can have the same Líe algebra? 
Let C denote a simply connected Líe group, let H denote its cen­
ter, let Hi ,H2 , ... denote subgroups of H. Then all the factor groups 
Gk=C / Hk , k=l,2, ... have the same Líe algebra as C but different con­
nectivity properties. The group C is called the universal covering 
group of the groups Gk. As we have seen in the examples above the 
parameter space of C / Z2 is doubly connected, that of C / Z00 is infinitely 
connected and in general the group Hk determines the connectivity 
properties of the parameter space of G k. 



4 
Representations of SU(2) 

In many ways the representation theory of SU(2) typifies representation 
theory in general but of course is much simpler. In this chapter we will 
denote the three generators of SU(2) by Ji, and take the commutation 
relations 

( 4.1) 

(where i,j,k range over 1, 2, 3) as the definition of the su(2) algebra. 
We say that we have a representation if we can represent the Ji by 
sorne matrices that satisfy (4.1). This representation will be a unitary 
representation of SU(2) if the generators are hermitian: 

(4.2) 

We have already seen two representations: the representation in terms of 
2x2 matrices, which is called the defining representation of SU(2), and 
the representation in terms of 3 x 3 matrices, which we recall is the adjoint 
representation of SU(2) [and the defining representation of S0(3)]. 

The above two representations could be glued together into a direct 
sum resulting in a 5 x 5 representation- such a representation is called 
reducible, in contrast to it our original 2x2 or 3x3 representations 
are called irreducible as they cannot be expressed as a direct sum 
of representations of lower dimensions. Clearly the task of finding all 
possible representations can be confined to finding all possible irreducible 
representations. 

Let h') denote an eigenstate of J3 to the eigenvalue '''(: 

(4.3) 

'Y is real because J3 is hermitian. We form out of J1 and J2 the two 
combinations 

(4.4) 
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and deduce from ( 4.1) 

( 4.5) 

Therefore, 

(4.6) 

which means that either 

(4.7) 

or else 

J± f'YJ''"'i'"Y±l)=eigenstate of J3 to eigenvalue ')'± l. ( 4.8) 

Thus, we find that 1+ can be viewed as a raising operator because when 
applied to an eigenstate of J3 to sorne eigenvalue it either annihilates it 
or produces an eigenstate of J3 with eigenvalue increased by l. Similarly, 
J_ is a lowering operator. 

Now, given the eigenvalue ')' by repeatedly using these shift operators 
we can produce the string of eigenvalues 

... ')'-3, ')'-2, ')'-1, ')' , ')'+1, ')'+2, ... . (4.9) 

We are interested, if possible, in finding finite-dimensional representa­
tions. That means that the above string must have a smallest and a 
largest term, i.e. there must exist non-negative integers a and b such that 

1+ f1'+a)=O , J_ f1'-b)= 0, (4.10) 

i.e. ¡+a is the highest eigenvalue or weight of J3 and ')'-bis the lowest. 
So, let us start from the highest weight state fj) defined by 

l + IJ)=O, J3fj)=jfj) , (jfj)= l ( 4.11) 

and ask for the effect of J_ on it. It follows from the discussion so far 
that J_ either annihilates t he state or results in a state of weight j-1. 
In the latter case we can apply J _ again. Consider therefore applying J _ 
say, k t imes 

(4.12) 
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where Nk is sorne number whose magnitude squared is the norm squared 
of the state (l_)kfj): 

f Nk f 2=(j f ( 1_ )kt ( 1_ )k fj)=(jf ( 1+ )k ( l _ )kfj) 

=(j 1 ( 1+ )k-1[ 1+, ( l _ )k] fj) 

=2(j 1 ( 1+ )k-1 { 13( 1_ )k-1+1_13( 1_ )k-2+ ... +( l _ )k-113} fj) 

=2(j 1 ( 1+ )k-J {j -(k-1 )+j-(k-2)+. .. +j} ( 1_ )k-1 fj) 

=k(2j-k+ 1) (j 1 ( l +)k-1 ( l _ )k-1 fj) 

Thus, we have the recursion relation 

with the solution 

f Nkf 2 k!(2j)! 
(2j-k) !. 

(4.13) 

( 4.14) 

(4.15) 

In order that the representation be finite-dimensional Nk must vanish 
for sorne k ( which by construction is a positive integer) and we recognize 
the well-known angular momentum result that finite-dimensional irre­
ducible representations can be labeled by j and exist for any j such that 

2j=0,1,2, ... ( 4. 16) 

and we obtain a (2j+l)-dimensional representation. 
We re-label k=j-m and rewrite (4. 12) as 

(1 )j-m 
fm) = - fj) 

NJ - m 

or 

lm) = (.j+m)! (1 )j- m¡ ') "< < · (4.17) 
(j-m)!(2j)! - J ' -J_m_J, 

where we have chosen the phase of Nj-m to be zero. 
To find the explicit matrices that represent the generators we proceed 

as follows . Apply l _ to fm): 
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J_lm)= ( .~+~)! ')! (J_)J-m+llj)=j(j+m)(j-m+l)lm-1), (4.18) 
J m. 2J. 

apply J+ to lm): 

J+ lm)=[ J+,( J_ )j-m] lj) / Nj-m=(j-m)(j+m+ 1) ( J_ )j-m-l lj) / Nj-m 

=J(j-m)(j+m+l)lm+l), (4.19) 

that is our generators are represented by (2j + 1) x (2j + 1) matrices given 
by 

(J3)m1 m=(m'IJ3lm)=mÓm1 , m (4.20) 

(J±)m1 m-(m'I J± lm)=V (j:¡::m) (j±m+ 1 )óm',m±l · ( 4.21) 

In this derivation we have assumed that the representations should be 
finite-dimensional. In fact, this is true for unitary representations. To see 
this consider the following quadratic polynomial in the generators: 

C2-Jl+Ji+Jl 

=J3(J3-l)+J+J-=J3(J3+l)+J_ J+ 

for which explicit calculation shows that 

( 4.22) 

( 4.23) 

We note parenthetically that if we think of the Ji as components of a 
vector in three dimensions, as is implied by the commutation relations 
(4.1), then C2 is the length squared of that vector, hence invariant under 
rotations, hence must commute with the generators of rotations. 

It follows from ( 4.23) that the state f¡) defined by ( 4.3) asan eigenstate 
of J3 can be taken to be simultaneously an eigenstate of C2 to sorne 
eigenvalue c2 . Since moreover [C2 ,J ±]=ü it follows that all the other states 
in the string ( 4.9) are eigenstates of C2 to the same eigenvalue c2 . Let /3 
refer to sorne weight in the string (4.9). Then we have 

/32= (/31Jl1/3) = (/31C2- Jl- Ji1(3) 

=C2 - (/3 IJl +Ji 1 /3):::; C2, ( 4.24) 
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where the last step follows because the Ji are hermitian in a unitary 
representation so the quantity being subtracted from c2 is non-negative 
(and for the same reason c2 is non-negative) . 

Thus, we find that the eigenvalue spectrum of J3 is bounded and we 
have seen befare that it is discrete. Consequently, unitary representations 
are finite-dimensional. We also note the relation between .i and c2 that 
follows from (4.22): 

C2 l.i)={ ( J3( J3+ 1 )+J_J+ }i.i)=.i(.i+ 1) l.i). ( 4.25) 

In fact, since C2 commutes with all the Ji we actually have 
C2 lm)=.i (.i+ 1) lm). Thus, it is more appropriate to denote these states 
by l.J,m) to emphasize the fact that they are simultaneous eigenstates of 
two operators. 

The operator C2 goes by the name of the quadratic Casimir operator 
and can be defined more generally for any Líe algebra. With the genera­
tors of the Líe algebra represented by matrices we can form polynomials 
out of the generators by multiplying the generators using ordinary matrix 
multiplication (in contrast to the antisymmetrized multiplication used in 
the definition of Líe algebras). Then a Casimir operator is a polynomial 
formed out of the generators, which commutes with all the genera­
tors. For a semisimple group the quadratic Casimir operator can be 
taken to be 

( 4.26) 

This is obviously a quadratic polynomial in the generators and it 
commutes with any generator because 

[gº') XaXb,Xc]=gªb(ifacd XdXb+if&c d XaXd) 

=igºb fa.e d(XdXb+ XbXd)=igªb ged Íace{ Xd,Xb} ( 4.27) 

and this vanishes because fwe, which is antisymmetric in a and e, is being 
contracted with an expression that is symmetric in a and e. 

Since in a unitary representation the generators Xa are hermitian the 
quadratic Casimir ( 4.26) will have positive eigenvalues in such a represen­
tation provided the Cartan metric is positive definite. Moreover, the eigen­
value of the quadratic Casimir provides a bound for the eigenvalues of any 
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of the Xa that might be used to label the states in this representation. So 
we arrive at the conclusion that a positive definite Cartan metric implies 
that unitary representations are finite dimensional. Thus, group elements 
are represented by finite-dimensional unitary matrices, which means 
that the matrix elements are bounded, which means that the group is 
compact. 

In contrast, suppose that for the Lie group G under consideration 
gºh has sorne positive and sorne negative eigenvalues. Consider then 
another group G' obtained from G by multiplying all the generators 
associated with negative eigenvalues of gªb by i ( this is known as the 
Weyl unitary trick). For G' all the previous arguments apply and its 
unitary representations are finite-dimensional. These representations are 
also representations of the original group but not unitary since sorne gen­
erators are hermitian, sorne anti-hermitian; consequently the matrix ele­
ments are unbounded. We can form unitary representations, which then 
have bounded matrix elements, but these representations are infinite­
climensional. Thus, in this case the group is non-compact. 

This completes the proof of the theorem hinted at in Chapter 2: a 
necessary and sufficient condition for the Cartan metric tensor to be 
positive definite is for the group to be semisimple and compact. 

We might inquire whether we have found representations of SU(2) or 
80(3). Since the derivation involved just the Lie algebra it follows that 
we have found representations of the covering group, i. e. of SU(2), but 
sorne of these representations could fail to be representations of 50(3). 
In particular, considera rotation in the 1- 2 plane by 27r: 

exp(i27r J3)jj,m)=exp(i27rm) [j,m)=(-1) 2mjj,m) ( 4.28) 

and it follows from the definition of m that 2m is even ( odd) in a represen­
tation for which 2j is even (odd) . Consequently, only the representations 
for which 2j is even correspond to representations of 80(3) for which we 
clemand that rotations by 27r should be the identity. (Note that for 2j 
odd we must rotate by 47r to reach the identity.) 

We shall see later that the present result extends to rotations 
in n dimensions: the representations of Spin( n), the covering group 
of SO(n), come in two varieties labeled roughly speaking by inte­
gers or half-odd-integers ( also called tensor representations and spinor 
representations) and only the integer-labeled (tensor) are representations 
of SO(n). 
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4. 1 Addition of angular momentum 

Suppose that we have two independent angular momentum operators 
Ja,i and J6¡, i= l ,2,3, that act in two independent spaces. Each space is 
spanned by the states discussed above and we distinguish them by using 
the subscripts a and b, i.e. one space is spanned by the states IJa,ma), 
the other by the states IJb,mb)· Consider next the space spanned by the 
product states IJa ,ma) IJb,mb). Operators in this space are of the form AB 
and their action is defined by 

( 4.29) 

Next, we define an operator Ji by 

( 4.30) 

( where we denote by 1 the unit operator in any space) and we have 

[ Ji,Jj]=( J0,.¡ l + lJbi )( Ja,j 1 + lJbj )-i~j 

=( Ja,JuJ )1+Ja.Ju1+JajJb,i+1 ( JuJbJ )-i~j 

= i E' iJk(JaA)+lJuk)=i E' ~jk Jki 

(4.31) 

that is J¿ is an angular momentum, we think of it as the sum of the a- and 
b- type angular momentum. Since Ji is an angular momentum the space 
on which it acts is spanned again by the same kind of states, which we 
now denote by IJ,m). These states and the product states span the same 
space and so must be expressible in terms of each other. 

We start with the product state IJa ,Ja) IJb,Jb). We have 

J3 IJa,Ja) IJb,Jb)=(ja +)&) IJa,Ja) IJ&,Jb)' 

J+ IJa,Ja) IJ& ,Jb)=O, 

therefore (up toan arbitrary phase) 

IJa,Ja) IJ& ,Jb)=IJa+Jb,Ja+J&) · 

Applying J_ to both sides of ( 4.33) gives 

VJalJa,Ja-1) IJb,Jb)+JjblJa ,Ja) IJ&,Jb-1) 

=JJa+.j&IJa+Jb,Ja+)b- 1) · 

( 4.32) 

( 4.33) 

( 4.34) 
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Since the two product states on the left of ( 4.34) are each eigenstates 
of 13 to the eigenvalue Ja+Jb-1 if we form out of them a combination 
orthogonal to ( 4.34) we will get the state proportional to IJa+Jb-1,ja+ 
Jb-1): 

VJblJa,Ja-1) IJb,Jb)-JjalJa ,Ja) IJb ,jb-1) 

=-vja+JblJa+Jb- l ,ja+Jb-1), ( 4.35) 

where the factor -Jja+Jb on the right is found by evaluating the norm 
of the state on the left and again choosing a phase convention common 
in the literature. 

There are three product states that are eigenstates of J3 to the 
eigenvalue Ja+Jb-2, namely 

and appropriate linear combinations will form the states IJ,Ja+Jb-2) 
with j=ja+Jb or j=ja+Jb-1 or j=ja+Jb-2. We obtain 
j=ja+Jb by applying J_ to ( 4.34): 

V Ja(2ja-1) IJa,Ja-2) IJb,Jb)+2r;:;;IJa,Ja-1) IJb ,Jb-1) 

+jjb(2jb-1) IJa,Ja) IJb,Jb-2) 

=v Ua+Jb) (2ja+2jb-1) IJa+JbiJa+Jb-2), ( 4.37) 

we obtain j=ja+Jb-1 by applying J_ to ( 4.35): 

V Jb(2ja - 1) IJa,Ja-2) IJb,Jb) +(jb-Ja) IJa,Ja - 1) IJb,Jb-1) 

-v Ja(2jb-1) IJa,.Ja) IJb,jb-2) 

=-j(ja+.Jb) (ja+Jb-1) IJa+Jb-l ,ja+Jb-2) , ( 4.38) 

and finally we obtain j=ja+Jb-2 by forming a properly normalized and 
phased linear combination orthogonal to ( 4.37) and ( 4.38): 
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j.jb(2jb- l) IJa,Ja -2) IJ1i,Jb)-J (2ja -1) (2jb- l) IJa,Ja -1) IJb,Jb-1) 

+J Ja(2ja-l) IJa,Jal IJb,Jb-2) 

( 4.39) 

It is clear how to continue this procedure and obtain states lj,m) with 
lower and lower values of j and m. Eventually the process stops when 
we arrive at Jmin, the lowest possible value of j. To determine Jmin we 
note that the number of different product states is (2ja+ 1) (2jb+ 1) and 
the number of the Jj,m) states must be the same as they span the same 
space. Thus , we must have 

]a+Jb 

(2jª+1)(2jb+1)= ¿: (2j+1) 
j=]min 

( 4.40) 

which yields 

( 4.41) 

Because the product states are orthonormal the identity 1 can be 
expressed in terms of them as 

1= L IJa,m~)IJb,m~)(ja,m~l(jb,m~I, ( 4.42) 
m~,m; 

where the sum over m~ ranges from -ja to Ja in unit steps, and the sum 
over m~ ranges from - jb to Jb in unit steps. Similarly, we have 

1= L Jj',m')(j',m'I, ( 4.43) 
j',m' 

where the sum over j' ranges from IJa-.jbl to )a+Jb in unit steps, and the 
sum over m' ranges from -.7' to j' in unit steps. Therefore, we have 

lj,m)= L IJa,m~) Jjb,m~) Ua,m~I (jb ,m~lj,m) 
m~,m; 

= L IJa,m~) IJb,m~) Uam~,jbm~IJm), ( 4.44) 
m~)m~ 
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where we have defined the so-called Clebsch- Gordan coefficients 

( 4.45) 

Similarly, 

IJa ,ma) IJb ,mb)= L l/ ,m')(j' ,m'IJa ,ma) IJb ,mb) 
j' ,m' 

= L IJ',m')(j'm'IJama,)bmb), ( 4.46) 
j' ,in' 

where 

( 4.4 7) 

We note that our procedure given by ( 4.33)- ( 4.39) resulted in explicit 
values for several of these Clebsch- Gordan coefficients: 

\JaJa,JbJblJa+ Jb,Ja +jb)=l , 

\Ja)a- l ,jbJblJa+Jb,Ja+.Jb-l)=~ , 

\JaJa,JbJb-l l)a+Jb,Ja+)b-l)=M, 

\JaJa - l ,jbJb IJa+Jb- l ,ja+ Jb-1)=-M, 

(JaJa,JbJb- l IJa+Jb- l ,ja+)b- l)=~, 

\JaJa-2,jbJblJa+Jb,Ja+Jb-2)= (Ja+J:)~i;:~;jb-1)' 

( 4.48) 

and so forth . We also note that our choice of phases in ( 4.33, 35, 39) is 
equivalent to a choice of phases for the Clebsch-Gordan coefficients and 
can be summarized in the statement : all Clebsch- Gordan coefficients are 
real and UaJa,Jb)-jalJ,j) is positive for all allowed Ja , Jb and j. 

Equation ( 4.46) describes the so-called Clebsch- Gordan series of 
irreducible representations that result from the reduction of the product 
of two irreducible representations of SU(2). We note that the Clebsch­
Gordan coefficient Uam~,jbm~ljm) vanishes except if 

( 4.49) 
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mb 1/2 - 1/2 

.J 

Ja+l/2 (ja+m+ 1h (ja-m+ 1h) 
2ja+l 2ja+l 

Ja- 1/2 (ja-m+1/2) (ja+m+1h) 
2ja+l 2ja+l 

o -1 

.J 

Ja+l 
(ja+m)(ja+m+l) (ja-m+l)(ja+m+l) Ua-m)(ja-m+l) 

(2ja +1)(2ja +2) (2ja+ l )(ja+l) (2.Ja +l) (2ja +2) 

(ja+m)(ja-m+l) m (ja -m) (ja +m+ 1) 
.Ja V]a(Ja+l) 2ja(ja+l) 2Ja(Ja+l) 

Ja-l Ua-m)(ja-m+l) Ua -m)(ja +m) Ua+m+l)(ja+m) 
2Ja(2ja+l) Ja(2Ja+l) 2Ja(2Ja+ l ) 

and therefore the double sums in ( 4.44) and ( 4.46) actually collapse to a 
single sum. 

The case when one of the angular momenta being added is 1/2 or 1 
occurs frequently; the appropriate Clebsch- Gordan coefficients are given 
in the tables above. 

4. 2 The Wigner-Eckart theorem 

It turns out that many operators of interest to Physicists behave under 
rotations in a manner similar to the states lj,m) discussed in this chapter. 
We recall that the lj,m) satisfy 
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J3lj,m)=m lj,m), 

J± lj,m)=/ (j=rm) (j±m+ 1) IJ,m±l), 

-j~m~j, 2j=0,1,2, .... 

( 4.50) 

Now, an irreducible spherical tensor of rank s has 2s+l components 
denoted by O~ , which satisfy the following commutation relations: 

[J3,0~]=,,\0L 

[ J±,0~]= j (s=f,,\)(s±,,\+ 1)0~±1 , 
-s~,,\~s, s=0,1,2, .... 

(4.51) 

It is these commutation relations that we have in mind when we say that 
a rank s irreducible tensor transforms under rotations like spin s. As an 
example, consider a vector consisting of the three Cartesian components 
Vi, i=l,2,3. We say that it is a vector because its commutation relations 
with the generators of rotations are 

( 4.52) 

If we define the following linear combinations appropriate to the spherical 
basis 

Va=V3,V±==F(Vi±i V2)/y'2 

then it follows from (4.52) that 

[J3,Vi,]=AVi, 

[ J±, ViJ=/ (l=f,,\) (2±,,\)V.a1, 

-1~,,\~1, 

( 4.53) 

( 4.54) 

so that a vector is in fact an irreducible spherical tensor of rank one, 
behaves like spin one. Examples would be the angular momentum itself, 
linear momentum, electric dipole moment , magnetic dipole moment, etc. 

Consider next the state O~IJ,.J). It satisfies 

J30; Jj,j)=(j +s )o; IJ,j), 

l +O;l j ,j)=O, ( 4.55) 
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and therefore must be proportional to Jj+s,j+s): 

o;Jj,j)=Jj+s , j+s)Dj+8 ,j, ( 4.56) 

where DJ+s ,j is sorne number that depends on j , s and on the nature of 
the operator O. 

Acting on both sides of (4.56) with J_ we obtain 

0;_1 Jj ,j)J s+o; Jj,j-l)Jj=Jj+s,j+s-l) {i+soJ+s,j. ( 4.57) 

We note that both 0~_ 1 Jj,j) and O~ Jj,,j-1) are eigenstates of 13 to the 
eigenvalue j+s-l and ( 4.57) gives the linear combination proportional 
to Jj+s,j+s-l) , i.e. t he combination that is an eigenstate of C2 to the 
eigenvalue (j +s) (j +s+ 1)). There must exist another independent linear 
combination that is proportional to Jj+s-l ,j+s-1), i. e. an eigenstate of 
C2 to the eigenvalue (j+s-l)(j+s). Since 

C20;_1 Jj,j) 

=O;Jj,j-1)2ffs+o;_1 Jj,j) [(j+s-1) (j+s )+2s], ( 4.58) 

C20;Jj,j- l ) 

=O;Jj,j-1) [(j+s-l)(j+s)+2j]+o;_1 Jj,j)2/js ( 4.59) 

the desired combination is 

0;_1 Jj ,j)Jj-O; Jj ,j- l )J s=-Jj+s- l ,j+s- l ) {i+soJ+s-1 ,j, 

( 4.60) 

where º J+s- l ,j is another number that depends on j , s and the nature of 
the operator O. 

By now it should be clear how this procedure continues. But it should 
also be clear that this procedure is completely analogous to the procedure 
employed in the section on the addition of angular momentum. The 
point is t hat the state OiJj,m) is completely analogous to the product 
state Js ,>.) Jj ,m) with this one difference: whereas the product states are 
normalized, the norm squared 

(4.61) 

is unknown- this is the explanation for the unknown quantities DJ+s,j, 
Dj+s- 1,j , etc . 
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It then follows that we have the analog of ( 4.46) 

O~lj ,m)= L l/,m')(j'm'ls>.,jm)o1,,1 ( 4.62) 
j',m' 

or equivalently 

(j',m'IO~lj,m)=(j'm'ls>. ,jm)o1, ,1 . ( 4.63) 

Equation ( 4.63) is known as the Wigner- Eckart theorem. It states that 
the dependence of the matrix elements of our operator on the so-called 
magnetic quantum numbers m' ,m and A is completely known as it is 
entirely contained in the Clebsch- Gordan coefficients. Thus, a rather large 
number of matrix elements is parameterized by the much smaller number 
of the different º.i' ,j, which are called reduced matrix elements. 

All these ideas can be applied to groups other than SU(2) or S0(3). 
However, the Wigner- Eckart theorem is usually more powerful here 
because of a complication due to multiplicity. In general, in the reduc­
tion of the product of two irreducible representations a given irreducible 
representation may occur multiple times. If in the reduction of sorne 
particular two irreducible representations all representations occur either 
once or not at all, then this particular product is called multiplicity­
free. If this is true for the products of any two irreducible representa­
tions than the group itself is called multiplicity-free. If the product is 
not multiplicity-free more reduced matrix elements appear, making the 
Wigner- Eckart theorem weaker. As we have seen, the SU(2) and S0(3) 
groups are multiplicity-free. 

We remark parenthetically that we are talking here about outer mul­
tiplicity. Within a given irreducible representation a particular state can 
occur multiple times- this is known as inner multiplicity. The SU(2) and 
80(3) groups are free of this multiplicity as well (in general these two 
multiplicities are related). 

Biographical Sketches 

Casimir, Hendrik Brugt Gerhard (1909- 2000) was born in the 
Hague, N etherlands. He worked in numerous fields including the math­
ematical formalism of quantum mechanics. Beside the Casimir operator 
he has named after him the Casimir effect, which describes the difference 
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in the zero-point energy of the electromagnetic field in the presence and 
absence of two condenser plates. 

Weyl, Hermann (1885- 1955) was born in Elmshorn, Germany. He stud­
ied under Hilbert in Gottingen, became professor at Zürich (1913) and 
Gottingen (1930). Refusing to stay in Nazi Germany he moved to Prince­
ton in 1933. Inspired by a brief period with Einstein in Zürich he wrote on 
mathematical foundations of relativity and quantum mechanics. Subse­
quently, he wrote extensively on the representation theory of Lie groups. 
Modern gage theories can be traced back to Weyl's concept of mea­
surement . The relativistic particle equation named after him describes a 
massless spin 1/2 particle. An obituary written by Freeman Dyson quotes 
Weyl as having said "My work always tried to unite the true with the 
beautiful; but when I had to choose one or the other, I usually chose the 
beautiful." 

Clebsch, Rudolf Friedrich Alfred (1833- 72) was born in Koningsberg, 
Germany (now Kaliningrad, Russia). He was Professor in Karlsruhe, 
Giessen and Gottingen. He did research on theory of invariants and 
application of elliptic theory and Abelian functions to geometry. He died 
in Gottingen. 

Gordan, Paul (1837- 1912) was born in Breslau, Germany (now Wro­
claw, Poland). He was Professor in Giessen and Erlangen, and coauthored 
with Clebsch "Theory of Abelian Functions" in 1866. Gordan's only 
doctoral student , Emmy Noether, was one of the first women to receive 
a doctorate in Germany. He died in Erlangen. 

Wigner, Eugene Paul (1902- 95) was born in Budapest, Hungary. He 
spent four years at the famous Lutheran gymnasium of Budapest where 
he became friends with John von Neumann. In 1925 he received a degree 
in chemical engineering from the Technische Hohschule in Berlin. From 
1930 to 1933 he spent part of the ye ar in Berlin and part at Princeton U ni­
versity. His position in Berlin vanished when the Nazis carne to power in 
1933 and he joined the faculty of the new Institute for Advanced Study in 
Princeton. After three years there he went to the University of Wisconsin 
for two years and in the fall of 1938 went back to Princeton in an endowed 
professorship. At that t ime nuclear fission was discovered. With his friend 
Leo Szilard he persuaded Einstein to write a letter alerting Roosevelt to 
the dangers of the Nazis acquiring nuclear weapons. Among his many 
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awards were: Medal for Merit , 1946; Fermi award, 1958; Max Planck 
Medal, 1961. In 1963 he shared the Nobel Prize for Physics with Maria 
Goppert-Mayer and J.H.D. Jensen for their contribution to the theory of 
nuclei and elementary particles, especially the discovery and application 
of principles of symmetry. One of his important contributions to group 
theory and physics was his construction of irreducible representations of 
the Poincaré group. 
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The so( n) algebra and Clifford 
numbers 

By definí tion, the elements of the SO ( n) gro u p are real orthogonal uni­
mod ular nxn matrices with the composition law being ordinary matrix 
mul ti plication. Its generators are pure imaginary antisymmetric n x n 
matrices- so the dimension of SO ( n) is n ( n-1) / 2- and we can form 
a basis for the so( n) algebra thus: name the n( n-l) /2 basis vectors 
Aab=-Ab11 , a ,b=l ,2 , ... ,n. These basis vectors are n x n matrices with 
matrix elements given by 

(5.1) 

i.e. matrices with ~i at the intersection of the ath row and bth column, 
i at the transposed site and O everywhere else. Here, we introduce the 
convention that indices enclosed by square brackets are antisymmetrized. 

It follows from (5.1) that 

([Aü ,Amn])st=(A ii )sp (Amn)pt-( ijBmn) 

=-Ós[iÓj]pÓp[mÓn]t-( ij{::}mn) 

=-Ós[iÓj][mÓnJt+Ós[mÓn][iÓj]t 

=- i (Aj [mÓn]i-Ai[mÓn]j )st · (5.2) 

We abstract from this result for the commutator in the defining represen­
tation and define the so( n) algebra by 

(5.3) 

where A i¡ =-AJi and where in a unitary representation the generators are 
hermitian: 

(A ·· )t-A ·· °/.} - 'l.)º (5.4) 
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If we rewrite (5.3) as 

(5.5) 

then we see that the structure constants are given by 

f ks 5: 5: 5: 
ij,rnn" =uk[jUi][mUn]s, (5.6) 

hence we obtain for the Cartan metric tensor 

f /,;mj tn 
9 ij,ps=- ij, tn ps,/.;rn 

=2( n-2)óp[iÓj]si<j,p<s 2( n-2)Ó¡p Ójs 2( n-2)ó'ij ,ps , (5. 7) 

and conclude that SO(n) is semisimple and compact for n>2. 
A word about the constraint i<j, p<s. The pairs ij and ps in their 

capacity as labels of the rows and columns of the matrix 9 iJ,ps should 
range over n( n-1) /2 values [corresponding to the number of linearly 
independent generators of SO(n)J and this can be achieved, without loss 
of generality, by requiring i <j, p<s. This constraint must be explicitly 
enforced since the pairs ú and ps, as they appear in the structure 
constants, range over n(n-1) values , as only i=j, p=s are excluded. 

As mentioned before, the universal covering group of SO(n) , the 
so-called Spin( n) group, has two kinds of representations: spinor and 
tensor, of which only the latter are true representations of SO(n) [one 
hears sometimes the spinor representations referred to as double-valued 
representations of SO(n)- that is an oxymoron]. The representation of 
the generators by n x n matrices as in ( 5.1) is , of course, the defin­
ing representation. This n-dimensional representation is also called the 
vector representation and is an example of a tensor representation, a 
vector being a tensor of rank one. By forming the direct product of two 
vector representations we obtain a rank two tensor representation, by 
forming a direct product of k vector representations we obtain a rank k 
tensor representation. This procedure results in reducible representations 
and we decompose them into irreducible components by symmetrizing or 
antisymmetrizing, or contracting with invariant tensors , as we shall see 
later. On the other hand, the spinor representations, discovered in 1913 
by Cartan, cannot be obtained by this so-called tensoring of the vector 
representation. 

We proceed to construct the spinor representation by way of Clifford 
numbers. Most physicists are familiar with Dirac's idea for extracting the 
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square root of p2 , the square of the energy-momentum four-vector, by the 
following assumption: 

Pi+P~+p~+p~=( /1P1 +12P2+/3p3+¡4p4)
2
, 

which works provided { /i,/j }=2Ó¡j, i.j=l,2,3,4. 
Such entities were introduced in 1878 by Clifford. We define the 

Clifford numbers /i, i=l, 2, ... , n, by the multiplication rule 

{ /i, /j }=2Óij l. (5 .8) 

It follows from (5.8) that 

[¡i,/j/k]={ /i,/j }¡k-/j{ /i,/k}=2Ói[j/k]' 

hence if we define 

then 

r - i 
ij=- :¡;/[i/j] 

rij=-rji , 

[rij,r m11,]=-i(rj[mÓn]i-ri[mÓn]j) 

(5.9) 

(5.10) 

(5. 11) 

(5.12) 

and comparison with (5.3) shows that the r iJ are a representation of 
the A ij, the so-called spinor representation. This will be a unitary 
representation of Spin( n) if the Clifford numbers are hermitian. 

We note for future reference that with the definition (5.10) we can 
rewrite (5.9) as 

(5. 13) 

which we will show means that under so( n) rotations generated by the 
CJ the Clifford numbers /k transformas the components of an n-vector. 
But first we continue with the discussion of the Clifford numbers. 

Sin ce 

(5.14) 

the space of the ¡s doses under multiplication if we include in addition 
to the 1 and the ¡s themselves all completely antisymmetrized products 
/ [i/j] , /[i",li/k], /[i/J/k/l], etc. (or equivalently, products of distinct ¡s) . 
Here, the notation means that subscripts enclosed by square brackets are 
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to be completely antisymmetrized. So we find by requiring closure under 
multiplication that the following objects must be included: 

Object 

1 

{i 

l[i/j] 

r[ifJrkJ 

N umber of different ones 

1= (~) 
n=(~) 
n(n-1)/2=(;) 

n(n-l)(n-2)/2 x 3= ( ~) 

/1/2/3 ... /n 1= ( ~), (5.15) 

where ( ~) is the binomial coefficient; thus the total number of objects is 

f,(~)=2n. (5.16) 

For even n this is also the number of distinct 2n/2 x 2n/2 matrices. There­
fore, for n=2m the Clifford numbers can be realized in terms of 2m x 2m 
matrices, provided that we can display 2m such matrices obeying the 
defining relation (5.8). This we proceed to do by explicit construction. 

We start by considering the simplest case, m=l , corresponding to 2x2 
matrices. Setting 

(5.17) 

it is trivial to verify that p2=1 2 , 0'
2=1 2 , pO'=-O"p , where 12 denotes the 

2x2 unit matrix. Note that we are taking our matrices to be hermitian 
for future convenience. 

For m=2 we are dealing with 4x4 matrices. Vve introduce the 2x2 
matrix T 

(
1 º) . 2 1 T= Ü -l =?T=IO'p, T = 2, Tp=-pT, TO'=-O'T (5.18) 
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and form the following 4 x 4 matrices: 

T@p, p@l2, 
T@C!, C!@l2 , 

(5.19) 

where 0 means outer product so that the matrices (5.19) are 4x4. Quite 
explicitly we mean the following: 

(
o 1 o º) p 02 1 o o o 

T@p=(o2 -p )= 0 0 0 - 1 ' 
o o - 1 o (

o o 1 º) 12)- o o o 1 
02 - 1 o o o ' 

o 1 o o 
(5.20) 

-~ ~ ~) (º2 -il2) (~ ~ -~ -~) o o i ' a-@b = ib 02 = i o o o . (5·21 ) 
o - i o o i o o 

Since matrix multiplication for two matrices written in this direct product 
form means 

(A@B)(C@D)=(AC)@(BD) (5.22) 

it is obvious that the four matrices (5.19) have unit square and mutually 
anticommute. 

For m=3 we are dealing with 8 x 8 matrices and the following six are 
fine: 

T@T@p, T@p@l2, p@l2@l2, 
T@T@C!, T@C!@l2, C!@l2@l2. 

The idea then, for any m, is as follows: for s=l,2, ... , m put 

Ps=( T@ )s-1 p( @l2)m-s' 

C!s=( T éi') )s-lC!( @h)m-s. 

(5.23) 

(5.24) 

It is then obvious that the n=2m matrices (5.24) all mutually anticom­
mute and have unit square. Setting then 

(5.25) 
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provides an explicit representation of the n=2m Clifford numbers by 2m x 
2m matrices. This completes the proof of the isomorphism 

(5.26) 

where we denote by Cn the Clifford algebra with elements enumerated in 
(5.15) and by M(k) the algebra of k x k matrices. 

We now return to so( n) and observe that we ha ve a 2m-dimensional 
representation in terms of the r ij' the spinor representation, provided 
n=2m. This representation is unitary since in our explicit construction 
the 'Yk were hermitian. However, as we now show, this representation is 
reducible. 

As a preliminary we inquire into the commutation properties of the 
'/k with a product of different "(S. A product of an odd number of 
different "(S commutes with every 'Yk that is present in the product and 
anticommutes with those that are absent. A product of an even number of 
different "(S anticommutes with every 'Yk that is present in the product and 
commutes with those that are absent. In particular therefore, 111213 ... "f2m 
anticommutes with every 'Yk· Furthermore 

( "(1 "(2 · · · 'Y2m) 
2
="(1 'Y2 · · · 'Y2m'Yl "(2 · · · 'Y2m 

= ( -1 )2m- l'Y2 · · ·'Y2m'Y2· · · 'Y2m 

=(-1)2m-1+2m-2'Y3···'Y2m'Y3···'Y2m 

2m-1 

L:r 
=1(-1) r=l =1(-l)m(2m-1)=1(-l)m. 

Therefore, with the definition 

we have 

{ "fi, "fJ}=2ÓiJ l , i, j=l, 2,. . ., 2m, 2m+l, 

(5.27) 

(5.28) 

(5.29) 

i.e. in the world of 2m x 2m matrices there exist 2m+ 1 entities that all 
anticommute and have unit square. We remark that when we use for the 
2m "(S the explicit representation given by (5.24) and (5.25) we have 

(°' )m- 1 "f2m+l =T v:yT · (5.30) 
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We next observe that 

(5.31) 

where the indices p , s run over the 2m values corresponding to so(2m) . 
But if a matrix commutes with every generator in an irreducible 
representation then it must be proportiona.1 to the unit matrix- this is 
usually referred to as Schur's lemma. This means that for so(2m) the 
2m-dimensional spinor representation is reducible and can be decomposed 
into so-called semispinors. 

Matrices that satisfy the Clifford condition must have half of their 
eigenvalues equal to + 1 and half to - 1. (Since the squares of these 
matrices are the unit matrix , the squares of the eigenvalues must be 1; 
since any pair of these matrices anticommute they must be traceless, 
hence the number of + 1 eigenvalues must equal the number of -1 
eigenvalues.) So we can form the projection operators 

(5.32) 

which project onto the spaces where ¡ 2m+i =±1; we can use these pro­
jection operators to reduce the 2m-dimensional representation of so(2m) 
into the two 2m-1-dimensional irreducible semispinors. Moreover, the two 
semispinors are inequivalent since ¡ 2m+i =+ 1 in one representation, -1 
in the other and there is no similarity transformation that can transform 
+ 1 into -1. This then completes the discussion of spinor representations 
of orthogonal algebras in even dimensions. 

But of course we have also found a representation of the orthogonal 
algebra in odd dimensions- the r ü provide a representation of so(2m+ 1) 
if we let the indices range over the 2m+ 1 values, i.e. include ¡ 2m+l in the 
list. 

So we ha ve a 2m-dimensional spinor representation of so(2m+ 1) and 
it is irreducible as (5.31) is no longer true when the indices p, s include 
the value 2m+ l. 

To get a better understanding we look in detail at so(2), so(3) and 
so(4). For so(2) (i.e. m=l) the spinor representation is by 2x2 matrices 
and we have 

(5.33) 
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and therefore the matrix representing counterclockwise rotation by e is 

Such a diagonal matrix is typical of a reducible representation and we 
can reduce it to the two irreducible one-dimensional semispinors 

exp(-ie /2) and exp(ie /2). (5.35) 

Since ¡ 3=-i/112= ( ~ -n we see that this reduction of the spinor is 

also reduction to the subspaces where 13=1 or 13=-1. A rotation by 2n 
is represented by -1 for either semispinor and we see that we do not 
have representations of S0(2), but rather representation of Spin(2). We 
also note for future reference that the semispinors are complex and each 
others' complex conjugate. 

This example is somewhat pathological since S0(2) is one-dimensional 
and therefore Abelian and not semisimple. 

Next we take up so(3). The spinor representation is still 2x2 and the 
three /S are the same as given above. But now we have three generators 
as follows 

1) (º -i) =l (1 º) o i o 2 o -1 ' 

-i) (1 º) 1 (º 1) o o -1 =2 1 o ' 

º) (º 1) 1 (º -i) -1 1 o =2 i o ' (5.36) 

which we recognize as the generators of SU(2) as given in (2.34). Indeed 
Spin(3) and SU(2) are isomorphic. 

Finally, consider so( 4). The four /S are given by (5.24) and (5.25) as 

(5.37) 
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and therefore the six rs are 

r i2=-~/1 /2=-~ (p@l2) ( CT@l2)=-~po-@l2=~T@ l2, 

r i3=-~/1 /3=-~ (p@l2) ( T @p )=-~pT@p=-~CT@p, 

i i( ) ) i 1 r34=-2/3f4=-2 T @p (T @CT =-2l2@po-=2l2@T. 

(5.38) 

We reduce this representation using the projection operators P±, given 
by (5.32), to form 

(5.39) 

But now we find an unexpected bonus. In so( 4) we have ¡ 5=-1112/3/4 
and therefore 

(5.39) 

which for convenience can be re-labeled as 

(5.40) 

where Latin indices range from 1 to 4, Greek indices from 1 to 3 and 
the es are the appropriate antisymmetric symbols in 3 and 4 dimensions. 
What 's remarkable is that these generators satisfy 

(5.41) 

that is the "+" set and the "-" set not only commute with each other 
but also each set generates the algebra of so(3)- we have discovered the 
following algebra isomorphism 

so( 4)~so(3) EBso(3). (5.42) 



The so( n) algebra and Clifford numbers 51 

Quite explicitly 

(º 
o o 

~} +_l _l o o o 
r1 - 2(r23+r14)- 2 ~ o o 

o o 

(º 
o o 

-~) + 1 1 o o o 
(5.43) r2 =2(r31+r24)= 2 ~ o o o ' 

o o o 

rt~W12+r"J~~ (~ 
o o 

~} o o 
o o 
o o -1 

If we ignore the second and third rows and columns ( consisting of zeros 
only) we find precisely the 2x2 matrices (5.36) of the spinor representa­
tion of so(3) . For the "-" set the same procedure gives the same results 
except that now the first and fourth rows and columns must be ignored. 
This appearance of rows and columns of zeros is of course correlated with 
the following explicit form of ¡ 5 : 

(

1 o 
o -1 
o o 
o o 

o º) o o 
-1 o . 

o 1 

(5.44) 

vVe rephrase these results as follows: in the subspace where ¡ 5=1 the 
six generators can be represented by the following 2 x 2 matrices: 

(5.45) 

while in the subspace where ¡ 5=-1 we have instead 

(5.46) 

these then are the two inequivalent two-dimensional semispinor represen­
tations of so( 4). 
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Biographical Sketches 

Clifford, William Kingdon (1845- 1879) was born in Exeter, Eng­
land. He did research on non-Euclidean geometry, elliptic functions , and 
biquaternions. He was a first-class gymnast whose repertory supposedly 
included hanging by his toes from the crossbar of a weathercock on a 
church tower. He died of pulmonary tuberculosis in Madeira, Portugal. 

Schur, lssai (1875- 1941) was born in Mogilev, Russia (now Belarus). 
He became professor at Berlin in 1919, was forced to retire by the Nazis 
in 1935, was able to immigrate to Palestine in 1939 and died in Tel­
A viv of a heart ailment. He was a member of the Prussian Academy of 
Sciences before the Nazi purges. He did research on representation theory 
of groups, which was founded just before 1900 by his teacher Frobenius. 
Certain functions appearing in his work were named "S-functions" in his 
honor by English mathematicians. 
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Reality properties of spinors 

Next we inquire into reality properties of the spinor representations of 
so(n ). 

For any algebra we say that we have a representation in terms of sorne 
matrices Ma provided the commutation relations 

(6.1) 

are satisfied, where a, b, e range over the dimension of the algebra and 
Íat/ are its structure constants. If we take the transpose of (6.1) we see 
that the matrices M ª' where 

(6.2) 

also satisfy ( 6.1), i.e. provide a representation. The two representations 
Nía and M a are called each others' conjuga te ( also contragradient). 
A representation is called self-conjugate if it is similar to its conju­
gate , i.e. 

(6.3) 

for sorne matrix C and for all Ma; otherwise the representation is called ( 
complex. 

Let us demonstrate that (6.3) implies that C is either symmetric or 
antisymmetric. Taking the transpose of (6.3) gives 

-Ma=(C-1)T M'f CT 

and re-expressing M'f by (6.3) again gives 

Ma=(c- 1)TCMac- 1cT 

1.8. 

(6.4) 

(6.5) 

(6.6) 
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which shows that the matrix c-1cT commutes with all Ma and therefore, 
by Schur's lemma, must be (in an irreducible representation) proportional 
to the identity: 

c-1cT =>-1. 

Multiplying (6.7) from the left by C gives 

CT=>.C 
' 

hence 

and therefore >-=±1 , i.e. 

CT=±C. 

(6.7) 

(6.8) 

(6.9) 

(6.10) 

So there are two kinds of self-conjugate representations- those for 
which C is symmetric are called orthogonal (also real), and those for 
which C is antisymmetric are called symplectic ( also pseudo-real, also 
quaternionic). 

The distinction between the two types has the following significance. 
Suppose that a similarity transformation can be found resulting in rep­
resentation matrices that are antisymmetric. In other words a matrix U 
can be found such that 

where 

Then 

M'f =(u-1 NaU)T=-UT Nau-1T=-UT( UMau-1)u-1T. 

Comparing (6.13) and (6.3) we see that 

C=UTU 

and therefore e is symmetric. 

(6.11) 

(6.12) 

(6.13) 

(6.14) 

Thus, rcpresentation matrices for a self-conjugate representation can 
be made antisymmetric, but only if e is symmetric; and self-conjugate 
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representations exist that cannot be made antisymmetric, namely those 
for which e is antisymmetric, i.e. the symplectic ones. 

For group elements that can be obtained from the algebra by expo­
nentiation we have 

g=exp(ixaM a), 

hence for self-conjugate representations with antisymmetric M a 

gT=g-1, 

(6.15) 

(6.16) 

which explains why such representations are called orthogonal. Moreover, 
if the representation is unitary then 

g*=g, (6.17) 

which explains the name real. 
We are now ready to look at reality properties of spinors. We shall show 

that the spinor representations of so(2m+ 1) are self-conjugate for all m , 
while the semispinor representations of so(2m) are self-conjugate for m 
even, complex for m odd. In addition, we shall identify which of the self­
conjugate representations are orthogonal and which are symplectic. We 
shall do this by explicitly displaying the matrix e in the representation 
in which the Clifford numbers are given by (5.24), (5.25) and (5.30): 

/2s- l =( T @ )s-l p( @l 2)m- s, /2s=( T @ ) 8
-

10"( @l 2)m-s, S= l ,2, .. .,m, 

(6.18) 

/ 2m+l =T( @T )m-l. 

Let the matrix C be 

m=l: 
m=2: 
m=3: 
m=4: 

C=ü 
C=p&>ü 
C=ü &> p&>ü 
C=p&>ü&> p&>ü 

m=2k: C=p0 (ü0 p0 )k- lü =?CT =(-l)kC, 

m=2k+l: C=(ü0 p0 )kü =?CT=(-l)k+lC. 

(6.19) 

(6.20) 

The indicated behavior of C under transposition follows because p is 
symmetric and O" is antisymmetric. 
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By direct calculation we obtain 

C12s- 1C- 1=(-l)m1'2s- 1, C12sC- 1=(-1)m+il 2s , s=l,2, ... ,m, 

(6.21) 

(6.22) 

and therefore, since the ¡s with odd subscripts are symmetric, with even 
subscripts are antisymmetric, 

(6.23) 

We therefore arrive at the conclusion that 

i,j=l,2, ... ,2m,2m+ 1, (6 .24) 

i.e. the spinor representations of so( n) are self-conjugate. More precisely: 
the spinor representation of so(2m+ 1) is self-conjugate and irreducible, 
the spinor representation of so(2m) is self-conjugate and reducible. In 
view of (6.22) the projection operators P±=~( 1±¡2m+i) are invariant 
under the similarity transformation C for m even, and are transformed 
into each other for m odd. Hence, the semispinors of so(2m) are self­
conjugate for m even and complex and each others ' conjugate for m odd. 
Taking into account the behavior of C under transposition we summarize 
the reality properties of spinors and semispinors in Table 6.1: 

Table 6 .1 Properties of spinors 

algebra reality spinor semispinor center 
properties dimension dimension structure 

so(8k) orthogonal 24k- 1 '1!..2X'1!..2 
so(8k+l ) orthogonal 24k '1!..2 
so(8k+2) complex 24k '1!_4 
so(8k+3) symplectic 24k+l '1!..2 
so(8k+4) symplectic 24k+ l '1!..2X'1!..2 
so(8k+5) symplectic 24k+2 '1!..2 
so(8k+6) complex 24k+2 '1!_4 
so(8k+7) orthogonal 24k+3 '1!..2 
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For future convenience we have included in the last column information 
about the center of the appropriate covering group. This will be discussed 
in Chapter 8. 

We show in the next chapter that tensor representations can be 
obtained by tensoring spinor representations. It should be obvious that 
representations obtained from the reduction of the product of two sym­
plectic or two orthogonal representations will be orthogonal, while repre­
sentations obtained from the reduction of the product of a symplectic and 
orthogonal representation will be symplectic. Thus, we can conclude that 
all of the representations of so(8k), so(8k+l) and so(8k+7) are orthog­
onal, while for so(8k+3), so(8k+4) and so(8k+5) sorne representations 
are orthogonal and sorne are symplectic. 

To conclude this chapter we give an example of a spinor that is 
symplectic- the 2-dimensional spinor of so(3). The three matrices rep­
resenting the generators are given in (5.36) as 

The representation is self-conjugate because 

cr_¡1c- 1=-r:5, C=<J= (~ -¿) (6.25) 

however only one, namely f 31, is antisymmetric and a similarity trans­
formation that would make all the r ü antisymmetric do es not exist. This 
is obvious since in the world of 2 x 2 matrices the number of independent 
antisymmetric matrices is 2(2-1)/2=1. In agreement with the symplectic 
nature of this representation the matrix e is antisymmetric. 
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Clebsch- Gordan series for spinors 

We have mentioned before that the commutation relations 

(7.1) 

mean that the Clifford numbers /k transform like the components of an 
n-vector under so(n) rotations. Let us explain what we mean by this 
language. 

It is easily seen that the defining commutation relations for so( n) are 
satisfied by the following realization of the generators 

(7.2) 

Vve recognize Lnb as being proportional to the components of the angular 
momentum operator in n dimensions. Since Xa and 86 are components of 
n-vectors and 

(7.3) 

the conclusion about /k follows. 
We write out (7.1) in detail, including explicitly all matrix indices 

written as superscripts in Greek letters (as always, summation over 
repeated indices is understood): 

r af3 {3p af3rf3p _ . ap s; 
ij Tk -¡k ij --1/¡i Uj]k, (7.4) 

or 

r a{3 {3p (fT)p{3 a{3_ · aps; s; 
ij Tk - ij Tk --l /r Ur[iUj]ki (7.5) 

where we made an obvious change in the second term and added an extra 
sum over r in the last term. The reason for doing that is that "-iÓr[iÓJ]k" 
is precisely equal to (AiJ)rAo i.e. the generators of so(n) in the defining or 
vector representation, see (5.1). To clarify matters we write 
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so that (7.5) becomes 

-iÓr[iÓj]k=(Aijector)"k' 

ro:fJ =(A spinor)af3 
\J ZJ 

(Aspinor)a,B ,Bp+(Aspinor)p,B a,B+(A vector)l;,T ap=Ü 
'LJ 'Yk 1J 'Yk ?J 'Yr ' 

(7.6) 

(7.7) 

(7.8) 

where we use the bar to denote the conjugate (i.e. negative transpose) 
representation. Equation (7.8) justifies the following interpretation of the 
object 'Y~,B' where the Latin index ranges over the vector range 1,2, ... ,2m+ 
1 and the Greek indices range over the spinor range 1,2, ... ,2m: 

¡~,B transforms as a vector in the index k) as a spinor in the indexo:) and 
as a conjugate spinor in the index /3. 

Equivalently and more conveniently, by multiplying (7. 1) by c-1 from 
the right and using (6.24) to get 

(7.9) 

we obtain 

(A~tnor)a,B ( 'Ykc-1 ),Bp +(A!tnor)p,B ( /kc-1 )ª,B +(Aijectoiyr ( /rc-1 )ªP=O, 
(7.10) 

which we interpret as: 

( 'Ykc-1 )ª!3 transforms as a vector in the index k) as a spinor in the index 
o:) and as a spinor in the index /3. 

But we can do even better than that. It follows that the object "fk'Ys 
transforms as a vector in the index k and as a vector in the index s-this 
is what is meant by a tensor of rank two. In general, the product of, say, 
r ¡s transforms by definition as a tensor of rank r. Such a tensor can be 
reduced by imposing various symmetries under permutation of the ¡s and 
in particular the completely antisymmetric combinations /[k'Ys], 'Y[k'Ys'Yt], 
etc. are (with one exception) irreducible. We can consider all these tensors 
at once by defining a symbol 'Y A thus 

A=O: ('Y A)ª,B=(l )ª,B' 

A= 1: ('Y A)ª,B=( "!k)ª,B' 

A=2: ( "( A)ª,B =( 'Y[k'Ys] )ª,B, 
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A=m: ( rA)ªti=( r[i/j ... /pJ)ªti. 
'--..--"' 

m 

(7.11) 

It follows from our previous considerations that (¡Ac-1 )ªti transforms 
as an antisymmetric tensor of rank A in the subscript and as a spinor in 
either of the superscripts. Hence, if we think of the 2m x 2m matrix ( )°'ti 
as the direct product of two spinor representations of dimension 2m the 
object (¡Ac-1 )ªti can be thought of the transformation matrix between 
the space of antisymmetric tensors and the product space 

(7.12) 

where we denote the spinor representations in bold and by their 
dimension. 

What spans this space? We are discussing so(2m+l) and take m=3 as 
an example to work out the details. The Clifford numbers are 2m=6 in 
number and the dimension of the spinor representation is 2m=8. To start 
out we make the table below. We use now for subscripts that range over 
just six values early letters of the Latin alphabet. The point is that the six 
/a do not a vector of so(7) make. As we very well know we must include 
the ¡ 7 defined by the last line in the table below. Similarly, the 15 r[arb] 
together with the six /7/f form the 21 components of the antisymmetric 
tensor of rank two in so(7). Lastly, the 20 r[arb/cJ together with the 
15 /7/[e/f] form the 35 components of the antisymmetric tensor of rank 
three in so(7). So indeed the tensors /A, A=0,1,2,3 span the space having 
a total number of components equal to 1+7 + 21 +35=64=8·8. 

Object 
1 

'ª' a=l,2, ... ,6 
r[arb] 
r[arb/c] 
r[arbrc/d] rv/7/[e/ fl 
r[arbrcrdre] rv¡71 f 

N umber of distinct ones 
1 
6 
6x5/2=15 
6x5x4/2x3=20 
15 
6 

(7.13) 

Thus, we may summarize as follows the remarkable conclusion on the 
direct product of two spinor representations in so( 2m+ 1): 
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m 

2m@2m= L EB [A], (7.14) 
A= l 

where we denote the spinor representations by their dimensions and the 
representation corresponding to the antisymmetric tensor of rank A by 
[A]. Such a reduction of the direct product of two representations in to the 
irreducible components goes under the name of the Clebsch- Gordan 
senes. 

We remark that since 

dim[A]= (2~+ 1) (7.15) 

we can verify as a final check that the dimensions on both sides of (7.14) 
are equal: 

f= (2m+l)=~ ( f + 
2! 1

) (2m+1)=~ 22m+1=2m. 2m. 
A = O A A= l A =m+l A 

(7.16) 

V./e recognize in the sequence 

(7.17) 

the one-dimensional trivial representation, the (2m+ 1 )-dimensional 
vector representation and the ( (2m+ 1 )m )-dimensional adjoint represen­
tation. In particular, the occurrence of the vector representation means 
that all the representations that can be obtained by tensoring the 
vector representation can also be obtained by tensoring the spinor, 
i.e. all representations can be obtained by tensoring the spinor. Vve 
obtain so-called spin representations by tensoring an odd number of 
spinors, so-called tensor representations by tensoring an even number 
of spinors. Since the spinor of Spin(2m+ 1) is self-conjugate, all the 
representations of Spin(2m+ 1) are self-conjugate. 

Next , we look into what happens for the even orthogonal algebras­
here things turn out to be even more interesting. We can view so(2m) as 
a subgroup of so(2m+ 1) , i.e. all the preceding considerations about the 
orthogonal group in odd dimensions apply except that we omit everywhere 
the value 2m+ 1 from the range of the Latín indices. In particular this 
means that the "fk , k=l ,2, ... ,2m are to be viewed as the components of 
a 2m-vector and the dimension of the antisymmetric tensor of rank A is 
given by 



62 Lie Groups and Lie Algebras: A Physicist's Perspective 

(7.18) 

Further, we recall that the P±=~ (1±¡2m+i) act as projection operators 
that can be used to reduce the 2m-dimensional spinor of so(2m) into the 
two 2m- 1-dimensional irreducible semispinors: 

(7.19) 

Sin ce 

(7.20) 

we now have the four statements: (PurAc- 1 Pv)°'f3 can be viewed as the 
transformation matrix between the space of antisymmetric tensors and 
the product space 

(7.21) 

Recalling that ¡ 2m+i is symmetric, that it anticommutes with {k, 

k=l ,2, ... ,2m, and that C¡2m+1 c-1=(-l)m12m+1 , we see that 

(7.22) 

(7.23) 

Lastly, since 

(7.24) 

it follows that only the tensors for A=0,1,2, ... ,m are independent. More­
over, the tensor of rank m is reducible , as we shall see in a moment. 

Putting all these results together we arrive at the following Clebsch­
Gordan series for the reduction of the product of two semispinors into 
antisymmetric tensors in so(2m): 
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m even, say m=2s so we are dealing with so( 4s): 

s-1 

(zm-l )±@ (zm-l )±=[m]±ffi L ffi [2p], (7.25) 
p=O 

s-1 

(zm-1)±@(2m-1h= L E9 [2p+l]; (7.26) 
p=O 

m odd, say m=2s+l so we are dealing with so(4s+2): 

s 

(zm-1 )±@(zm- 1 )'f= L E9 [2p], (7.27) 
p=O 

s-1 

(zm- 1)±@(2m-1 )±=[m]±EB L E9 [2p+l]. (7.28) 
p=O 

In the above equations [m] ±=P±[m] and the tensor of rank mis treated 
separately because of its duality properties. 

The duality concept arises as fallows. V\Te define far orthogonal trans­
formations in n dimensions a rank n totally antisymmetric tensor E by 

{ 

O if any two indices are the same 
E~= +1 if ab ... is an even permutation ~f 12 .. . , 

n -l if ab ... is an odd permutatwn of 12 .. . 
(7.29) 

where we state these values in sorne Cartesian n-dimensional coordinate 
system, and the values in another system are to be obtained by trans­
forming E as a rank n tensor: 

(7.30) 

n 

w here O Aa, etc., is the n x n orthogonal matrix far the transfarmation 
in question. It fallows from the definition of the determinant that the 
expression on the right-hand side of (7.30) equals 

(7.31) 

where we have used far Eab ··· the values given by (7.29). But far SO(n) 
we have detO=+l and so in fact E:

1
= E, i.e. the E tensor is an invariant 

tensor. 
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If we let T ab ... stand for the components of an antisymmetric tensor 
'-.,-' 

A 
of rank A then we can associate with it an antisymmetric tensor of rank 
n-A by forming the object 

(7.32) 

and we re fer to the tensors Q and T as each others' dual. 
Now then, when A=n/2, which of course means that nis even, n=2m, 

we have the situation where a tensor and its dual are of the same rank 
and we can therefore form tensors that are self-dual or anti-self-dual: 

T+Q or T-Q. (7.33) 

Thus, in so(2m) the antisymmetric tensor of rank m is not irreducible 
and can be reduced into its self-dual and anti-self-dual parts. 

To see what happens in detail consider the component ¡n2 .. . /m of the 
tensor of rank m. We have 

P ± / 1 /2 · · · t m = P ± ( ±/2m+ 1 )/1 /2 · · · / m 

Sin ce 

=±(-i)m P±/l/2 ···12m/1/2···1m 

=±(-i)m(-l)m(3m- 1)/2 P±/m+llm+2 ···t2m 

=±(-i)m(-l)m(3m- l) /2f 12 ... nb .. pP±/a/b···lp/m!. 
~ 

m m 

(-i)m(-l)m(3m-l)/2={~ for m even 
i for m odd 

(7.34) 

(7.35) 

we conclude that [2s]+ is self-dual, [2 s] _ is anti-self-dual, while [2s+l]+ 
and [2s-l]_ are each others' complex conjugate and appropriate (com­
plex) linear combinations are self-dual and anti-self-dual. We further note 
that the dimensions of the reduced tensors are, of course, half as large as 
would be given by (7.18), i.e. 

dim[m]±=~ ( 2n7). (7.36) 
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For the first few values of n these general results are displayed in detail 
in Table 7 .1, w here all representations are listed by their dimensions. 

As is well known, among the n 2 matrices that span the space of 
n x n matrices n(n+ 1) /2 are symmetric and n( n- l) /2 are antisymmet­
ric. This should manifest itself in application to our Clebsch- Gordan 
series in the behavior under transposition of the matrices /A c-l, 
A=0,1 ,2, ... ,m. 

We have from (6.20) that 

(7.37) 

and from (6.23) that 

C'YJ·C-1=(-l)rn'YJT' . 1 2 2 2 +1 , , J= , , ... , m, m . (7.38) 

Therefore, 

( )T T T T ( l)Amc c - 1 
/j/k .. ·/p =/p "'fk fj = - fP '"fkfj 
~ 

A 

(7.39) 

Table 7.1 Glebsch- Gordan Series 

Binomial series so( n) semispinor spinor Clebsch- Gordan series 

1+2 so(2) l +=L 

1+3 

1+4+6 

1+5+10 

1+6+15+20 

1+7+21+35 

1+8+28+56+ 70 

so(3) 

so(4) 

so(5) 

so(6) 

so(7) 

so(8) 

1+9+ 36+84+ 126 so(9) 

2± 

4+=4_ 

8± 

l ±®L:¡:=l, 
1±@1±=2i 

2@2=1 EB 3 
6 

2± @2± = 1EB i, 2±®2::¡:=4 

4@4= 1EB5EB 10 

4± ®4::¡:=1EB 15, 
4± @4±=6EB 20

± 2 

8@8=1EB7EB21 EB 35 

8±@8±=1EB28EB 
7~±, 

8±0 8::¡:=8EB56 

24 = 16 16@16= 1EB 9EB36EB 84EB 126 
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so that 

(7.40) 

Thus, we arrive at the conclusion that the tensors of rank A=m (mod 4) 
or m-3 (mod 4) are symmetric, while those of rank A=m-1 (mod 4) or 
m-2 (mod 4) are antisymmetric. 

This means, for example, that the entries in the last line of Table 7.1 
can also be expressed as 

(16®16)sym=1 EB 9 EEJ 126, (16®16)antisym=36EEJ84 

with the dimensions adding up to 16 x 17 /2 and 16x 15/2, respectively. 
It also means that the trivial representation A=O appears in the 

symmetric reduction for m=O or 3 (mod 4) and in the antisymmetric 
reduction for m=l or 2 (mod 4). In view of the reality properties of the 
spinors this agrees with the following statement, valid for any group: 
the trivial representation occurs in the reduction of (S @S)sym if S is 
orthogonal, in (S ® S)antisym if Sis symplectic and in S ® S if Sis complex. 

To conclude this chapter we comment on two situations in which 
duality plays an important role, the first occurs in so(2) and the second 
in so( 4). 

In so(2) we have just one generator A12 , hence the group is Abelian 
and therefore all its irreducible representations are one-dimensional. Now 
clearly the adjoint is one-dimensional: 2(2- 1 )=1 and the semispinors are 
one-dimensional: 21

-
1= 1, but the vector or defining representation is two­

dimensional! Here is where duality comes to the rescue: in so(2) the tensor 
whose dual is of the same rank is the vector- therefore the vector is 
reducible into the self-dual and anti-self-dual parts, each of dimension 
one. 

In so( 4) the tensor whose dual if of the same rank is the antisymmetric 
tensor of rank two. Now we note that these are precisely the transfor­
mation properties of the generators of so( n )- therefore in so( 4) the six 
generators A1k:=-Ak7,j,k=l,2 ,3,4 are not irreducible and can be formed 
into the self-dual and anti-self-dual parts 

(7.41) 
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Quite explicitly we have 

At2=~(A12±A34), 

A~3=~ (A23±A14), (7.42) 

± 1 A31 =2(A31±A24), 

and the A+ generators commute with the A- generators. The result then 
is the reduction of so( 4) into two commuting parts. Since the three A_;= 
-A0, j ,k=l ,2,3 generate so(3) and so do the Ajk we can write the 
isomorphism 

so( 4)~so(3) E9so(3) . (7.43) 

We recognize the result that we found previously in Chapter 5- the proof 
offered here is perhaps more general since we do not require the realization 
of the generators via Clifford numbers. 
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The center and outer 
automorphisms of Spin( n ) 

Additional understanding of the different kinds of representations of 
Spin(n) can be gained by looking at its center, that is at the elements 
that commute with all the elements of Spin(n). Guided by the experience 
with S0(3) and SU(2)"' Spin(3) we consider the element corresponding 
to rotation by the angle 2n in any plane. By definition, the element 
corresponding to rotation by the angle e in the ij-plane is given by 

R.iJ ( B)=exp(iBAü) . (8.1) 

It is straightforward to show that in the vector representation we have 

(AIJsv=Ósp(Ósi+Ósj), (no sum) 

A11=Aii 

(8.2) 

(8.3) 

and therefore RiJ(B) is an nxn matrix whose only non-zero entries are 
-sinB at the intersection of the ith row and jth column, sinB at the 
transposed site, and ones on the diagonal except for cose at the ith and 
the j th diagonal entry. Therefore 

R u(2n)=l (8.4) 

in the vector representation ( and any representations obtained by tensor­
ing the vector representation). 

On the other hand, one readily shows that 

(8.5) 

so that 

R~1 ( B)=lcos~+2if i.isin ~ (8.6) 
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and 

(8.7) 

in the spinor representation. 
Let us denote by E the element that stands for rotation by 27!" 

in any plane.This element obviously commutes with every element of 
Spin( n) but is not a constant ( since it equals 1 in tensor, -1 in spinor 
representations )- thus it belongs to the center of Spin( n). The elements 
E and E 2=1 form the two-element discrete group with the structure of 
Z2 and for n=2m+ 1 this is the end of the story but not so for n=2m. 

For n=2m we consider the element corresponding to simultaneous 
rotation by 7r in the m orthogonal planes (1,2), (3,4), ... , (2m-l,2m). 
We denote this element by J and see that in the vector representation it 
is given by 

J=-l , (8.8) 

which is why it is called inversion. On the other hand, in the spinor 
representation it is given by 

J=exp i7r(f 12+f34+ ... +f2m- 1,2m) 
7f 7f 7f 

=( exp2/1 /2) ( exp2/3/4) ... ( exp2/2m- 1 /2m) 

·m 
=/1/2/3/4···/2m- 1/2m=l /2m+1, (8.9) 

which commutes with all the generators. Thus, the element J belongs to 
the center of Spin(2m) . 

Since rotation by 27r in any plane equals E we have 

J 2=Em={l for m even. 
E for m odd 

(8.10) 

That is to say the center of Spin(2m) consists of the four elements 

1, E , J, JE=EJ. (8.11) 

For even m these elements satisfy J2=1, E 2=1 , which is a discrete group 
isomorphic to Z2xl2, while for odd m they satisfy J2=E, J3=El= 
JE, J 4=l, which is a discrete group isomorphic to Z4. 
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Since Zk is isomorphic to the group whose elements are the kth roots 
of unity it follows that the four representations of the center of Spin(2m) 
are for even m 

J E JE 1 

+1 +1 +1 +1 
-1 +1 -1 +1 

+1 -1 - 1 +1 
-1 -1 +1 +1 

All these representations are self-conjugate and, as we know, all the rep­
resentations of Spin( 4k) are self-conjugate ( either orthogonal or symplec­
tic). V\Te remark on the curious fact that none of these representations are 
faithful (in a faithful representation different elements are represented 
differently). 

For odd m the four representations of the center are obtained by 
representing J by the fourth roots of unity in turn: 

J J2=E J3=JE ]4=1 

+1 +1 + 1 +1 
- 1 +1 -1 +1 
+i -1 - 1 +1 
-i -1 +i +1 

Two of these representations are self-conjugate and unfaithful and two are 
complex ( and each others' conjuga te) and faithful- it follows that faithful 
representations of Spin( 4k+2) are complex. In conclusion, we remark 
that the four realizations of J,E and JE correspond to the following four 
types of representations of Spin(2m): the first row corresponds to even­
rank tensors, the second row to odd-rank tensors and the last two rows 
correspond to the two semispinors. 

Now what about the center of SO(n)? By definition, elements of SO(n) 
are real orthogonal unimodular nxn matrices. The only matrix that 
commutes with all such matrices is a multiple of the unit matrix, el , 
and its determinant equals en. Since the only solutions to en=+ 1 over the 
reals are e=± 1 for n even, e=+ 1 for n odd, it follows that the center of 
SO(n) consists of the two elements ±1 (and is isomorphic to 2 2 ) for n 
even, and consists of just + 1 and is trivial for n odd. Thus, we arrive at 
the isomorphism 
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Spin( n)/1L2~SO(n) , (8.12) 

where the Z2 consists of the elements (E, 1) . 
It is interesting that the Spin(n) and SO(n) groups exhibit these 

differences for even and odd n , even though the algebras look the same for 
even and odd n. We should like to offer an "explanation" of this feature by 
looking at automorphisms of Spin(n). We recall that an isomorphism was 
defined as a one-to-one mapping between two algebraic structures that 
preserved all combinatorial operations associated with the structures. 
When the two structures are the same the isomorphism is called an 
automorphism. 

In application to a Lie group G an automorphism is a one-to-one 
mapping: 

g-+g ', gEG, g'EG, 

which preserves the group multiplication rule. If 

g'=aga- 1
, aEG, 

(8.13) 

(8.14) 

then the automorphism is called inner. All other automorphisms are 
called outer. The inner automorphisms are simply similarity transfor­
mations, it is the outer automorphisms that are interesting. 

In application to Lie algebras an automorphism is a mapping of the 
generators Xa-+X~ such that the structure constants are left unchanged: 

[Xa , X&]=ifabcXc=}[X~, X~]=ifa1/X~. (8.15) 

Consider the conjugation 

(8.16) 

Clearly we have here an automorphism. If it is inner the representation 
is self-conjugate. Thus, we have the conclusion: complex representations 
can occur only if the algebra in question has outer automorphisms. This 
condition, while necessary, is not sufficient. We shall show later that a 
sufficient condition is the existence of independent Casimir operators of 
odd degree. 

It is possible to classify all semisimple algebras in terms of so­
called Dynkin diagrams, which encade all the information contained in 
the commutation relations and it will follow that outer automorphisms 
correspond to symmetries of the Dynkin diagram. In the following, in 
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application to Spin( n) we take a more direct approach and argue that 
outer automorphisms arise as a result of the existence of refiections. 

Concentrating on Spin(n) and its generators AkJ=-Aib k,j=l,2, ... ,n, 
we consider the following mapping: 

ar j=l 

and j=¡f I° 
(8.17) 

This is clearly an automorphism since the commutation relations are 
unaffected. To determine whether it is inner or outer we observe that in 
the defining representation the O( n) transformation, which inverts axis 
one and leaves all other axes unchanged is the n x n diagonal matrix 

a=diag(-1, 1, 1, ... ,1) 

and the mapping (8.17) can be accomplished by ±a. Since 

det a=-1, det(-a)=(-1r- 1 

(8. 18) 

(8.19) 

for n odd -a is a rotation, an element of SO(n), and the mapping can be 
achieved as an inner automorphism, i.e. a triviality. But for neven, both a 
and -a are refiections, not rotations, and we have an outer automorphism. 
We show next that the two semispinors are interchanged under this 
automorphism-they owe their existence to this automorphism. 

To see that the semispinors are interchanged we note that the element 
f"2m+1, which commuted with all the generators of so(2m) and was used 
to project out semispinors, changes sign under the refiections ±a since it 
is a product of 2m f"S, an odd number of which change sign. Lastly, we 
see that under the 0(2m) group, i.e. the S0(2m) group plus refiections, 
the original 2m-dimensional spinor is irreducible- the reduction into the 
two semispinors is valid only when refiections are not included. 

We might inquire into the action of this automorphism on the elements 
of the center. Writing 

E=exp 2in A12 , 

]=exp in(A12+A34+. .. +A2m- 1,2m), 

JE=exp in(-A12+A34+. .. +A2m-1,2m), 

(8.20) 

we see that the mapping ( 8.17) exchanges J and JE and lea ves E 
unchanged. That makes one wonder what mapping, if any, would instead 
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exchange, say, E and JE, and leave J unchanged? Thus, we want a 
rnapping that contains in particular 

(8.21) 

with sorne appropriate choice of signs. Because the length squared of 
the two sides of (8.21) differs by a factor m/4 this rnapping cannot be 
an autornorphisrn except possibly for m=4. Indeed, for Spin(8) such an 
outer autornorphisrn exists and has the effect of exchanging one of the 
sernispinors with the vector (both being 8-dirnensional). 

We conclude this chapter by listing sorne isornorphisrns involving 
Spin( n) and its factor groups: 

Spin(3)~SU(2), 

Spin(3) /7L 2 9!cS0(3) 

Spin( 4)9!cSpin(3) ®Spin(3) 

Spin( 4) /7L 2 9!cSO( 4) 

Spin( 4) /7L2 x 7L 29!cS0(3) ®S0(3) 

Spin(5)9!cSp( 4) 

Spin(5)/7L2 ~S0(5) 

Spin(6)~SU(4) 

Spin( 6) /7L 2~ SO ( 6). 

Of these the ones involving the syrnplectic group Sp( 4) and the unitary 
group SU(4) have not yet been dernonstrated. 

For n>6 the only isomorphisms to any classical groups are 
Spin( n) /7L 2 9!cSO( n). 

Biographical Sketch 

Dynkin, Eugene Borisovich (1924- ) was born in Leningrad, USSR 
(now St. Petersburg, Russia). He received his Ph.D. from Moscow Uni­
versity in 1948 and was on the faculty there until 1968. He was a senior 
research scholar at the Academy of Sciences, USSR, from 1968 to 1976 
and went to Cornell University as a professor of Mathematics in 1977. His 
name is attached to various concepts in group theory: Dynkin diagrams, 
Dynkin labels, Dynkin index, etc. 
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Composition algebras 

In previous chapters Clifford numbers played an important role in the 
construction of spin representations of orthogonal algebras. Certain of 
the techniques developed in connection with Clifford numbers turn out 
to be useful in the proof of a theorem due to Hurwitz, which asserts that 
there are only four normed composition algebras with unit element- the 
real numbers IR, the complex numbers IC, the quaternions IH, and the 
octonions I[). 

It was Hamilton (in whose honor quaternions are denoted by IH) who 
proposed to treat complex numbers as pairs of real numbers and discov­
ered that a generalization of complex numbers was possible involving a 
quartet of real numbers- the quaternions. This was further generalized 
by Graves and, independently, by Cayley toan algebra involving an octet 
of real numbers- the octonions. The theorem of H urwitz states that if 
certain nice properties are desired, such as absence of zero divisors, then 
these four- IR, IC, IH and O- are the only possibilities. We should also 
mention Frobenius' theorem, which states that every associative division 
algebra is isomorphic to IR, IC or IH 

As a warm-up considera complex number X, its conjugate X, and 
its norm squared llXll : 

X =xo+ix1, X =Xo-ix1, 

x 0 ,x1 EIR, i 2=-l. 

- 2 2 llXll =XX=xa+x1, 

It is easy to verify that the norm satisfies the composition law 

llXYll =llXll llYll · 

(9.1) 

(9.2) 

Suppose now that we have N-1 imaginary units ek, k=l,2, ... ,N-1, and 
consider 

(9.3) 
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Such Xs will form an algebra if we specify the multiplication rule for the 
ek. In particular, if these imaginary units satisfy 

(9.4) 

then 

(9.5) 

and we have a division algebra in the sense that every X, which is not 
identically zero, has an inverse given by 

(9.6) 

and we have a composition algebra if 

llXY ll =11 XII ll Yll · (9.7) 

So to obtain a composition algebra we need to find a multiplication 
rule for the ek, which contains (9.4) and satisfies the constraint (9.7). It 
is convenient to define 

e0=1 

and state the multiplication rule as 

(9.8) 

(9.9) 

where Greek subscripts run over 0,1,2, . .. ,N-l and where the structure 
constants h1 aJ3 are real numbers . As a consequence of eoea=eaeo=ea we 
ha ve 

and as a consequence of (9.4) we have 

ha(bc)=O, 

where the brackets ( ) denote symmetrizing. 
Now, we can write 

X =Xaea, llX ll = XaXa, XY =xay13e1 h1 af3 

and t he constraint (9.7) becomes 

(9.10) 

(9.11) 

(9.12) 

(9.13) 
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which requires 

(9.14) 

It is convenient to view the h ... as elements of N x N real matrices: 

h¡af3=( ha)¡(3 

in terms of which (9.14) becomes 

h; hµ+h~ ha=2ÓaµlN, 

(9.15) 

(9.16) 

where l N denotes the NxN unit matrix. Next, we observe that part of 
(9.10) becomes 

(9.17) 

and for N = 1 this is the end of the story giving us the real numbers IR. 
For N?:,2 we take in (9.16) µ=O and learn that 

(9.18) 

Since Latín subscripts run over 1,2,. . .,N -1 we conclude that the N - l 
matrices ha must be real antisymmetric N x N matrices obeying 

hahb+hbha=-26ab lN, 

(ha)vo=Óva 1 ha/Je totally antisymmetric. 

Clearly (9.19) will be satisfied if we take 

(9.19) 

(9.20) 

(9 .21) 

with /a the previously discussecl Clifforcl numbers. In other worcls, the 
iha are a special case of the Clifford numbers that are pure imaginary 
antisymmetric ancl satisfy ( 9. 20). Sin ce the ha are N x N ancl Clifforcls 
are 2m X 2m we must have 

(9.22) 

ancl since there are 2m+ 1 of the Clifforcls ancl N - l of the ha we must 
have 2m+l?:.N-1 or 

(9.23) 
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The left-hand side of (9.23) grows linearly with m while the right­
hand side grows exponentially. Thus, the inequality must fail for sorne 
sufficiently large m and in fact we have by inspection that only m=l,2 
and 3 are allowed (The N=l case can be included by including m=O). 

The conclusion that m must be 1, 2, or 3 is a necessary requirement­
we must still check that the correct number of pure imaginary antisym­
metric Clifford matrices to serve as iha exist and that (9.20) can be 
satisfied. 

m=l,N=2. We need one real antisymmetric 2x2 matrix, which of 
course is available: 

. (º -1) h1 =-lCJ= 1 o . (9.24) 

With this choice for h1 and the rows and columns labeled O and 1 we have 
(h1)mo=Óm1, i.e. (9.20) is satisfied and we are finished. We recognize that 
we have complex numbers C since e0 = 1 and e1 behaves like i because 

(9.25) 

Moreover, since the multiplication of 1 and i is commutative and associa­
tive we recover the fact that C constitutes a field. 

Lastly, we remark that we have found here a representation of complex 
numbers by 2 x 2 real matrices: 

(9.26) 

m=2 ,N =4. We need three real antisymmetric 4 x 4 matrices. Since 
iCJ is real antisymmetric, p and T are real symmetric, the following are 
satisfactory: 

(9.27) 

and in fact there is also another choice 

(9.28) 

and every matrix from the first set commutes with every matrix from 
the second set. Note also that the total number of antisymmetric 4x4 
matrices is six and we have found all of them. This "six" corresponds to 
the fact that we are dealing here with so( 4) (by definition the algebra 



78 Lie Groups and Lie Algebras: A Physicist's Perspective 

generated by 4 x 4 real antisymmetric matrices) that has six generators, 
and the break-up into the two commuting sets is a manifestation of the 
isomorphism so( 4)~so(3) EBso(3). 

Explicitly 

-T)=(~ 02 1 
o 

~ -~ ~) 
o o o 

-1 o o 

(9.29) 

(9.30) 

(9.31) 

are a choice that satisfies (9.20) when the rows and columns are labeled 
O, 1, 2, 3. Moreover, it is seen by inspection that 

( hb) ac=Eabc, (9.32) 

which combined with hobn=-habo=-Óab [which follows from (9.20) and 
antisymmetry of hb] leads to 

(9.33) 

Equation (9.33) is the standard definition of quaternions IH. We 
note that multiplication of quaternions is no longer commutative but 
still associative~thus the quaternions IH are a non-commutative field. 

We note further that 

(9.35) 
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so the three hs defined by (9.29), (9.30) and (9.31) could close under 
ordinary matrix multiplication. Indeed explicit calculation shows that 

(9.36) 

and therefore we ha ve a representation of quaternions by real 4 x 4 matri­
ces: 

(9.37) 

In view of the occurrence of the epsilon symbol, which is the structure 
constant of su(2), it is perhaps not surprising that we can also represent 
quaternions by 2 x 2 complex matrices: 

1--+1 2= (~ ~), . (o e1--+W= -1 ~) ' 
. (º e2--+1p= i ~) ' . (1 e3--+IT= O º.). -1 

(9.38) 

m=3,N=8. Here we need seven real antisymmetric 8x8 matrices. 
With the symmetry and reality properties of our basic 2x2 matrices in 
mind we see that the following choice satisfies all requirements [including 
(9.20), if rows and columns are labeled O, 1, 2, . . . , 7]: 

h1 =T@l 2@(-iü) 

h2= l 2@(-iü)@T 

h3= l2@(-iü)@p 

h4=-iO"@T@l2 

h5=p@l 2@(-iü) 

h5=-iü@p@l 2 

h7=iO"@O"@O". 

(9 .39) 
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Explicitly 

ciu 02 02 

º') ( . ) (12 ®(-io-) 04 02 -io- 02 02 
l2@io-) = 02 

h1 =T@l2@ -W = 
04 02 w 02 

02 02 02 10" 

o - 1 o o o o o o 
1 o o o o o o o 
o o o -1 o o o o 
o o 1 o o o o o 

(9.40) o o o o o 1 o o ) 

o o o o -1 o o o 
o o o o o o o 1 
o o o o o o -1 o 

etc. We may summarize the results by the matrix below from which we 
obtain the matrix hk by putting 1 in the entry marked k, -1 in the entry 
marked -k and zeros everywhere else: 

o -1 -2 -3 -4 -5 -6 -7 
1 o -3 2 5 -4 7 -6 
2 3 o -1 -6 7 4 -5 
3 -2 1 o -7 -6 5 4 

(9.41) 
4 -5 6 7 o 1 -2 -3 
5 4 -7 6 - 1 o -3 2 
6 -7 -4 -5 2 3 o 1 
7 6 5 -4 3 -2 -1 o 

We may use these hk to write out (9.9) for octonions in the form 

(9.42) 

It follows from (9.41) that habr , which is completely antisymmetric, is 
equal to + 1 for 

abc=l23 , 154, 176, 246, 275 , 347, 356 (9.43) 

( we note that this is but one of 480 distinct ways of labeling the octo­
nions). 

Octonion multiplication is obviously non-commutative. It is also, in 
agreement with the Ftobenius' theorem, non-associative. To see this 
consider the equation 
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(9.44) 

and, assuming associativity, commute ek across both sides. For k:yf 1,2,3 ek 

commutes with the left side and anticommutes with the right side, 
since it anticommutes with each of the e1 ,e2 and e3 . Consequently, if 
there are more than three of the anticommuting imaginary units ek the 
resultant algebra rnust be non-associative. In particular, this means that 
octonions cannot be represented by matrices since matrix multiplication 
is associative. 

The associator [x,y,z] of three octonions x, y, z is defined by 

[x,y, z]-(xy )z-x(yz) (9.45) 

and is a measure of the lack of associativity, similarly to the way the 
commutator [a,b] measures the lack of commutativity. We may introduce 
a four-indexed object habcd related to the associator by 

(9.46) 

It follows from the definition of the associator and from (9.42) that 

(9.47) 

which is obviously antisymmetric in a and e ( and b and d). In fact habcd 

is completely antisymmetric. To see that, consider symmetrizing in, say, 
a and b: 

2h(aú)cd=Ób[cÓa]d+hbk[cha]k<l+Óa[cÓbJd+hak[chb]krJ, 

=Óc[bÓa]d-2Óa11Ó crt-hc1úJikvd-hcbkhA:a<l 

=-hcaohobd-hcbohow1-2ÓavÓcd-hcakhkbrl-hcbkhknd 

=-(2óabls+hahb+hbha)rrt=Ü, 

where we have used (9.18- 9.20). 

(9.48) 

For the associator to be non-zero not only must the three ea,eb,ec be 
all different , we must also have ea#±ebec in order not to be dealing with 
a subalgebra of the octonions corresponding to quaternions. As we know, 
quaternions are associative and one can verify that (9.47) gives zero for 
habcd when the three-indexed hs are taken equal to the three-indexed 
epsilons as is appropriate for quaternions. 
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Calculating explicitly the values of h abl'd we find it equal to the so(7) 
dual of h !Lbr, meaning 

(9.49) 

In the next chapter we shall make use of these objects to discuss the 
exceptional group G2 . 

Befare leaving composition algebras we mention a curiosity called 
the two, faur and eight squares theorems. Since the norm squared is, 
respectively, the sum of two, faur and eight real squares far C, IH and ü 
the composition law (9.7) states that the product of a sum of, respectively, 
two, faur or eight squares times the sum of, respectively, two, faur or eight 
squares equals the sum of, respectively, two, faur or eight squares. This has 
been studied in number theory as it applies to sums of squares of integers: 
the two-square version was known to Diophantus, the faur-square version 
was shown by Euler and the eight-square version is usually credited to 
Graves, the discoverer of octonions, although it was actually published 
sorne 20 years earlier by the Danish mathematician Degen. Degen believed 
that 2m versions should exist far any m , but as we know from Hurwitz 
only m=O, 1, 2 and 3 are possible. 

Biographical Sketches 

Hurwitz, Adolph (1859- 1919) was born in Hildesheim, Germany. In 
1884 he became professor at Koningsberg University where Hilbert and 
Minkowski were among his students. In 1892 he accepted Frobenius' 
chair at the Zürich Polytechnic University. Hurwitz 's theorem has been 
extended several t imes with the final result by Milnor that algebras over 
the reals without zero divisors exist in 1, 2, 4 and 8 dimensions only. He 
died in Zürich. 

Hamilton, Sir William Rowan (1805- 65) was born in Dublin, Ire­
land. He was a child prodigy, who was appointed Andrews Professor of 
Astronomy at Trinity College and Astronomer Royal far Ireland at the 
age of 22. He made majar contributions to dynamics with Hamilton's 
equations ( = equations of motion) involving the Hamiltonian. Hamilton's 
principle asserts that the action integral is an extremum. The Hamilton­
Jacobi farmalism is viewed by many as the precursor of wave mechanics. 
His discovery of quaternions fallowed after many fruitless years of trying 
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to find "triplets" that would answer the question: is it possible to find 
a hypercomplex number that is related to 3-dimensional space just as 
ordinary complex numbers are related to 2-dimensional space? Towards 
the end of his life he drank increasingly, eventually dying of gout at 
Dunsink Observatory near Dublin . 

Graves, John Thomas (1806- 70) was born in Dublin, Ireland. He 
was a barrister, named professor of jurisprudence at University College, 
London. He corresponded a great deal with Hamilton. Within two months 
of Hamilton's discovery of quaternions Graves found that hypercomplex 
numbers composed of eight elements, which he called "octaves", also sat­
isfied the composition law and he described them in a letter to Hamilton 
in December 1843. Hamilton promised to make it public but delayed 
for various reasons and Cayley published his results in March 1845 and 
octonions became known as Cayley numbers. 

Cayley, Arthur (1821- 95) was born in Richmond, England. Unwilling to 
take holy orders- at that time a requirement for a mathematical career 
at Cambridge- he was forced to spend 14 years as a barrister , during 
which time he wrote 300 mathematical papers. When the requirement 
was dropped he returned to Cambridge becoming in 1863 the Sadlerian 
Professor t here. He was a prolific mathematician ( collected works fill 
13 volumes), who created the theory of invariants with his friend J. J. 
Sylvester. His name is attached to many concepts: the Cayley- Hamilton 
theorem stating that a matrix satisfies its own characteristic equation; the 
Cayley- Klein parameters providing a description of rotations; the Cayley 
numbers , i. e. the octonions. Perhaps the best known of the many Cayley 
theorems is that every finite group whatsoever is isomorphic to a suit­
able group of permutations. One of Cayley's notable non-mathematical 
achievements was his championing the admission of women students to 
the University of Cambridge. He died in Cambridge. 

Frobenius, Ferdinand Georg (1849- 1917) was born in Berlín, Ger­
many. He worked on the theory of finite groups and group characters. He 
taught at Zürich from 1875 to 1892 when he left to become professor at the 
University of Berlín. He collaborated with Schur, with whom he developed 
the representation t heory of finite groups through linear substitutions. 



10 
The exceptional group G 2 

As was shown in the preceding chapter the commutator and associator 
of octonions provide us with two antisymmetric entities h a/Je and h abcd 

related by 

(10.1) 

where we have introduced the abbreviation 

Ó abrd =Ó a/JÓ rd · (10.2) 

Products of these hs satisfy a number of identities. The following 
identity 

(10.3) 

is proved by noting that for a given m and n h arnn is non-zero for a unique 
value of a, therefore harnn h /Jmn must be proportional to Óab· The constant 
of proportionality is determined to be 6 since for a given a there are 6 
choices for m-=Ja , and for a given a and m there is according to (9.43) a 
unique n such that hamn is non-zero. 

N ext, we pro ve 

(10.4) 

We observe by inspection that hnrnn hbnp h cmp is completely antisymmetric 
in a,b and e, hence proportional to h abr .. To determine the proportionality 
constant we observe that given a and b there is a unique e such that h a/Je 

is non-zero. Now, there are 5 choices for m not equal to a or e, and for 
a given a, b, e and m there are unique choices for n and p such that the 
various hs are non-zero. According to (9.43) four of the choices for m 
result in +habc, while the fifth choice results in -ha.be · This completes the 
proof of (10.4) . 
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We list several more identities : 

h rnc(a hb)dm =Óc(ab)d-Ó(ab )rd, 

h mc[a hb]dm=2 habn hcdn +3bd[ab]c, 

2habrm h dem=Ó[e[ahbc]d'j, 

h ab(chd)ef=h [a f (c h d)e b] +fi[a (c hb] d) ef +fJ[e (c h !] d)ab+Ó(crL) h abef, 

2hab[chd] ef= h !'d[e h f] nb- h cd[a hb] eJ+fJ[c[eh f ]ab d] 

_.¡e h d] 2-' [e h f ] 
-u [a b]rf - U [a ' b] rd 

12h h - 12-' d e f'+-'[d h ef] h [d h ef] 
abcm dcftn- U[a b e] U [a be]- [ah e]· 

(10.5) 

(10.6) 

(10. 7) 

(10.8) 

(10.9) 

(10.10) 

Equations (10.5) - (10.10) are proved by writing down on the right 
all possible terms involving ós and hs with the indices appropriately 
symmetrized to correspond to the symmetries on the left. The coefficients 
of these terms are then determined by contraction with a 6 or an h, thus 
reducing it to an earlier equation. 

We can use (10.6) to rewrite (10.1) in the following more useful form: 

h almi h cdm =hobcr1 +Óc[ab]d · (10.11) 

We now use these octonionic structure constants to introduce the 
exceptional group C2 as a subgroup of S0(7). We do this by considering 
the following two subsets (denoted by C ab and Ca) of the generators Aab 

of so(7): 

C ab= 2 Aab- ~habmnArn11i 

Ca=ha:mn Am.n· 

It follows from these definitions that 

i. e. we have the decomposit ion of the 21 generators of so (7) as 

(10.12) 

(10.13) 

(10.14) 

While it is clear that there are seven of the Ca it would seem that since 
C ab=-Cba this defines 21 entities, however, as a consequence of (10.4) we 
ha ve 
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(10 .15) 

which are seven constraints so that only 14 of the Gab are linearly 
independent. 

In fact, the subset GatJ generates a subalgebra, the so-called 92 algebra 
(and the corresponding exceptional group G2), and the subset Ga trans­
forms as the seven-dimensional representation of 92 . To see this we form 
the commutators of G 0 b with themselves and with Ga and find, using the 
identities (10.3) ~ (10.11) and the so(7) commutation relations for the 
A 11111 as needed, that 

[ G !L/)) Gm] =i(2c5m[a Gb] -h fl/.{JU/;;G k)) 

[Ga/J, Gma]=i(2c5m¡aGb]n -hmabkGkn-2Gm[aÓb]n -hnab/;;Gmk)· 

(10.16) 

(10.17) 

We also conclude that (10.14) can be viewed as showing that the 21 
adjoint representation of so(7), while irreducible under so(7), reduces 
under restriction to g2 as 

21 = 14EB 7. (10.18) 

In Chapter 1 7 we shall give a different demonstration that G2 is a 
subgroup of 80(7) by looking at the root spaces of these groups . 

Next we show that the exceptional group G2 is the group of automor­
phisms of octonions ([). Consider replacing the seven octonions ea by sorne 
linear combinations 

(10. 19) 

where the primed octonions obey precisely the same multiplication rules 
as the unprimed ones, i.e. with the same structure constants h abt· That 
means that the C ab are elements of a group of transformations under 
which hatJc transforms as an invariant tensor: 

h~ur· =Cam C bn Cck hmnk = habr. (10.20) 

Equivalently, if G A are the infinitesimal generators of this group of 
transformations then we can rewrite (10.20) as 

(10.21) 

Now consider the generators of G2 as defined by (10.12) and 
insert for A 11m the so(7) generators in the defining seven-dimensional 
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(10.22) 

It then follows that 

2( h~;bc -habc)=-( Gpq )m¡ahbc]m =-i( hpqrn[a-2Óm[pq][a)hbc]m 

=-i(hpqm[ahhc]m+2 Ó[p¡ahbc]q])=O (10.23) 

as a consequence of (10.7). This proves that habc is invariant under 
G2 transformations, i.e. that G2 is the automorphism group of the 
octonions ([). 

While we are on this subj ect we could ask what is the automorphism 
group of quaternions [H and the complex numbers C. If we recall the 
definition of quaternions by (9.33) 

a,b,c=l,2,3 

then we see that the group of autmorphisms of [H must leave invariant 
Eahc, which, of course, is S0(3). 

For the complex numbers C the only manipulation of the sole imagi­
nary unit i that leaves the multiplication table unchanged is to change it 
to -i, so the automorphism group of e is 12={1 ,-l}. 

The G 2 group was introduced into Physics by Racah in his ground­
breaking papers on the theory of atomic spectra. In considering equivalent 
electrons in an atom in the shell specified by the angular momentum l 
Racah found it necessary to consider the chain of groups 

SU (2l+ 1) :=>SO (2l+ 1) :=>SO (3). (10.24) 

In restricting a group to a subgroup, irreducible representations of 
the group decompose into a sum of irreducible representations of the 
subgroup. The decomposition of a given representation of the group has 
the desirable property of being multiplicity-free if representations of the 
subgroup occur either once or not at all. 

Racah showed that a basis for the configuration zn for n equivalent 
electrons in the l shell , O::;n::;2l+l, was provided by representations of 
SU(2l+l). T hese can be specified by the partition (..\ 1 , ..\ 2 , ... , ..\21+ 1) 

(see Chapters 14 and 15). Because of the Pauli exclusion principle only a 
limited number ofrepresentations of SU(2l+l) are allowed, namely those 
for which O::;..\i::;2. For the configurations corresponding to the sn, pn and 
dn electrons (i. e. l=O, 1 and 2), the restrictions for the chain (10.24) of 
all the allowed SU(2l+l) representations are multiplicity-free. 
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In the case of the ¡n (l=3) configurations the restriction is multiplicity­
free for n=O, 1, and 2 only. It is at this point that Racah introduces G2 

into the chain (10.24) to form 

SU(7)~S0(7)~G2 ~S0(3), (10 .25) 

which allows the treatment of f 3 and f 4 in a multiplicity-free way; 
the configurations ¡n, n=5, 6 and 7, even with G2 included, are not 
multiplicity-free and require an additional label. 

Biographical Sketch 

Racah, Gulio (1909- 1965) was born in Florence, Italy. He received the 
Ph.D. from Florence University in 1930, 'studied in Rome with Fermi, 
emigrated to Palestine in 1939. He was appointed Professor of Theoretical 
Physics at Hebrew University of Jerusalem and later became Dean of the 
Faculty of Science, Rector and acting President. His major contributions 
were in the theory of angular momentum and atomic spectroscopy. His 
name is associated with the Racah coefficient ( also known as the 6- j 
symbol) and the Racah- Wigner calculus. 



11 

Casimir operators for orthogonal 
groups 

In Chapter 4 we introduced the quadratic Casimir operator as a quadratic 
polynomial formed out of the generators and commuting with all the 
generators. In this chapter we describe the generalization to polynomials 
of higher degree in the case of the orthogonal groups. 

It should be noted that, in contrast to the quadratic Casimir operator, 
there is no canonical choice for the higher-degree Casimir operators. 
Below,we describe a particular solution to the problem. 

Starting from the commutation relations (5.3) 

[Aij, Am11]=i (Óm[iAj]n-Am¡iÓjJn) 

that define the orthogonal algebras we readily obtain 

[Aü,(A2
)mn]=[A;1, A rnp A pn]=[A(¡, A rn¡1 ]Apn+Arnp[A(j, Apn] 

=i( Óm¡iAj]p-Am[iÓjJp)A1m+iAmp ( Óp¡iAj]n -Ap¡iÓjJn) 

(11 .1) 

=i( Óm[i (A 2 )j]n -(A 2 )m[iÓjJn). (1 1.2) 

Here we think of A as an nxn "matrix" with "matrix elements" A ;J 

and define A2 by the rules of matrix multiplication. It readily follows by 
induction on s that 

(11.3) 

and therefore if we define 

(11.4) 

then 

(11.5) 
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and we have the desired generalized Casimir operators Cs of degree s: 

(11.6) 

Now the question arises: how many of these Cs are independent? 
The answer is that the number of polynomially independent generalized 
Casimirs is equal to the rank of the group. For a semisimple group the 
rank can be defined as the maximal number of mutually commuting 
generators. These generators form an Abelian subalgebra known as the 
Cartan subalgebra. In the case of so(2m) and so(2m+l) it is clear that 
in the basis that we have been using the following m generators mutually 
commute: A 12 , A34 , ... , A2m- i ,2m; moreover the remaining generators 
fail to commute with at least one of these m generators. Thus, for both 
so(2m) and so(2m+l) the rank is m. 

To see which of the Cs are independent we first recall that the Cayley­
Hamilton theorem for an ordinary n x n matrix M implies that Tr Mn+l 
can be expressed in terms of traces of lower powers. Now our "matrix" 
A differs from an ordinary matrix in that its "matrix elements" do not 
commute. Since the commutator of two generators is proportional to a 
single generator, this lack of commutativity results in there possibly being 
corrections- terms of a given degree in the ordinary Cayley- Hamilton 
theorem might be accompanied by terms of lower degree. Consequently, 
it will still be true that for so(n) TrAn+l can be expressed in terms of 
traces of lower powers. 

Secondly, recall that the generators are antisymmetric. For an ordinary 
antisymmetric matrix M we obviously have Tr M 5 =0 for odd s. For our 
"matrix" A this means that Tr As for odd s can be expressed in terms of 
traces of lower powers. 

Putting these results together we conclude that for both so(2m) and 
so(2m+l) the independent Casimirs are 

(11. 7) 

This conclusion requires one modification. The existence of the invari­
ant totally antisymmetric E tensor means that for so(2m) we can form 
another invariant out of the generators, namely 

m 
~ 

P=Eabcd ... uwAabAcd · · .Am11, 
'-..,-"' 

2m 

(11.8) 
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which gives a Casimir of degree m. Pis a Casimir because all the indices 
are summed over. We recall that we have defined a tensor of rank s 
as a collection of components Tab .. w with s free indices such that the 
commutator [Anm, T ab .w] has a specified form. In particular, when all the 
indices are summed over, leaving zero free indices, we ha ve a tensor of rank 
O that commutes with the generators, i.e. is invariant under rotations­
an excellent example of such an invariant is the length squared of an 
n-vector. 

Now clearly P 2 is of degree 2m. Thus, in the case of so(2m) a 
polynomially independent set is obtained by omitting in (11. 7) k=m and 
including instead P. We further note that Pis notan O(m) invariant since 
under a refiection P ---+-P. It follows that irreducible representations of 
so(2m) for which the eigenvalue of Pis non-zero have inequivalent twins 
as we already know- these are the semispinors. 

We also recall that the tensor representations have no such twins , 
which implies that for them P must be zero. Indeed, we easily see this to 
be the case for the vector representation where (Aab)pq=-iÓp¡aÓ&Jq: 

P=Eabcd ... 1tw (Aab)pr¡ (Ard)qr· · · (Auw )mn 

=( -i)méabcd uwÓp[aÓb]qÓq[cÓd]r·· .Óm[uÓw]n 

=(-2i)mEpqqr ... mn=Ü. (11.9) 

The fact that for so(2m) we must include P in our basis for the 
Casimirs is glorified by the concept of an integrity basis. All Casimir 
operators can be obtained by forming polynomials out of the operators in 
the integrity basis , this being its definition. The point is that had we taken 
instead for our basis the Tr A 8

, s=2, 4, . .. , 2m, we couldn't produce P by 
forming polynomials out of the above- to obtain P in that way requires 
taking square roots with their ± options. It is to guard against this type 
of ambiguity that one needs an integrity basis. 

For the record we note that the existence of P is related to the curious 
fact that the determinant of an antisymmetric 2m x 2m matrix is a perfect 
square, the object that it is a square of being called a Pfaffian. 

The Casimir invariant P also plays an important role in conjugation. 
We recall that if we have an irreducible d-dimensional representation with 
the generators given by sorne dx d matrices X ab then the dx d matrices 
Ya,b, where 

Yo.b=-XabT (11.10) 
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describe another irreducible representation, the so-called conjugate re­
presentation, which may or may not be equivalent to the original one. 

In the first representation the Casimir invariant P is given by 
m 

P=Eabcd .. uwX abXcrl · · .Xnw, 
'--r-' 

2m 

(11.11) 

which, by Schur 's lemma can be set equal to pld , where ld is the dxd 
unit matrix and p is sorne number. In the conjugate representation this 
Casimir invariant is given by 

m 
e ~ 

P =Eabcd .. uwYr1bYrrl ·· ·"Yilw 
'--r-' 

2m 

=(-l)mEabcd .. . uwXabT X criT ···XuwT 

=(-l)mEabcd .. . uw(Xuw···XcrlXab)T 

=(-l)mEuw ... cdab(Xuw· ··Xcri Xa1i)T 

(11.12) 

so that for m odd the two representations are ineqivalent for p=f.O, which 
is the case for the semispinors. These results are in agreement with our 
remark in Chapter 8 that complex representations are only possible if 
independent Casimir operators of odd degree exist. 

Again, the existence of P is crucial since all the other Casimir operators 
of the form Cs are invariant under conjugation: 

s 

Cs c=YabYbc· ··YuwYwa=(-1) 8 Xa1? XbcT· ··Xuw T X waT 

=(-1) 8 (XwaXuw·· ·X/x·Xab)T =(- 1)28 (Xa.111Xum···XcbXua)T 

=CsT=Cs. 

Biographical Sketch 

(11.13) 

Pfaff, Johann Friedrich (1765- 1825) was born in Stuttgart, Germany. 
He studied in Gottingen, Berlin and Vienna. He became professor of 
mathematics at the University of Helmstedt , where Gauss attended his 
lectures and they became friends. When that university closed in 1810 he 
went to Halle where he died. 



12 
Classical groups 

The classical groups consist of the orthogonal groups, on which we have 
spent so much time already, and two other kinds- the unitary and the 
symplectic groups. 

This classification comes about by thinking about groups whose ele­
ments are linear transformations on sorne entities, usually called vector 
components, which keep invariant a certain quadratic form. Thus, sup­
pose that we have n entities xk, k=l,2, ... ,n, and we perform a linear 
transformation on them 

(12.1) 

such that 

(12.2) 

which is ensured if T¡k satisfies 

(12.3) 

In obvious matrix notation we may rewrite (11.1)- (11.3) as 

(12.4) 

Now, in general arbitrary nxn matrices T form a group under matrix 
multiplication provided det T=f O, the so-called general linear group. 
This group is denoted by GL(n,IR) or GL(n,C) depending on whether the 
matrix elements are in IR or in C. We recognize the subgroup of G L( n) 
obeying (12.3), i.e. satisfying 

(12.5) 

as the orthogonal group O(n,IR) or O(n,C). 
However, we could be more general and make the quadratic form that 

the transformations leave invariant a bit more fancy by introducing what 
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is generally callecl a metric M ancl requiring insteacl invariance of xT Mx, 
so that the matrices T have to satisfy insteacl 

(12.6) 

which, of course, reduces to the orclinary orthogonal case if M is the unit 
matrix. 

Now, the kind of structure that results depencls on this metric M. We 
consider first the situation when the x, ancl therefore T and M, are all 
in IR. 

Suppose that M is symmetric- then it can be diagonalized and its 
eigenvalues are real. If we clemand that the metric be non-singular then it 
can have no zero eigenvalues and so can be taken without loss of generality 
in the form of a diagonal matrix D with k entries -1, n-k entries + 1, 
kS::n-k, k=0,1,2, .. . 

D=diag(~,~). 
n-k k 

(12.7) 

This form is referrecl to as having signatv,re (+l,+l .... ,+l,-1,-1, ... ,- l). 
'-,,.-'~ 

n-k k 

What we have here are the generalized orthogonal groups denoted by 

O(n-k ,k,IR ). (12.8) 

These groups are in many ways like the ordinary orthogonal groups 
except for being non-compact for k=I= O. When k=O we are back, of course, 
to the orclinary orthogonal groups- they can be characterized by stating 
that they preserve a quadratic form with a symmetric positive definite 
metric . 

Many of the groups of importance in Physics are generalized orthog­
onal groups. O( 4,1,IR) and 0(3,2,IR) , the so-called De Sitter and anti-de 
Sitter group, are important in general relativity; O( 4,2,IR) , the so-called 
Liouville or con.formal group is the group that leaves invariant Maxwell 's 
equations. Perhaps the most important is 0(3,1 ,IR), the so-called Lorentz 
group of special relativity, the group that leaves invariant the interval 
between two events in 3+1 space-time. The six generators of this group 
correspond to the three ordinary rotations in the three space dimensions 
and the three "rotations" in space-time planes, the so-called boosts. 
A rotation followed by a rotation is again a rotation because 0(3,IR) is 
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a subgroup of 0(3,1 ,IR). But a boost followed by another boost is in 
general not a boost ( except if the two boosts are collinear) but a boost 
and a rotation- this is the reason for the phenomenon known as Thomas 
precession. The six parameters of this group can be identified with the 
three Euler angles needed to specify an arbitrary rotation in the three 
space dimensions and the three components of the velocity between the 
two frames in constant relative motion. 

Next, suppose that Mis antisymmetric. Since 

detM =detNIT = ( -1) n detM (12.9) 

it follows that M is singular if n is odd so we assume that n=2m. 
By definition, a symplectic transformation S is a 2m x 2m matrix 

satisfying 

A canonical form for J (which cannot be diagonalized in IR) is 

J d. ( . . ') ' ( o 1) = iag li!.:;2 ' J = -1 o . 
m 

(12. 10) 

(12.11) 

These matrices S form the symplectic group Sp(2m,IR), which is non­
compact. 

Next suppose that xEC, therefore the matrices and the metric are all 
in C. 

For NI symmetric we can take it without loss of generality to be l. This 
is beca use were we to take M =D so that the matrices T would satisfy 
TT DT=D we could then form the matrices T' that satisfy T'TT'=l, 
where T'=PTP , with P=diag(+l ,+l, ... +l ,i ,i, ... i). So we have O(n,C) . 

'"-.....--' ..__...,, 
n-k k 

This group is non-compact. 
For M=J (antisymmetric) we have the symplectic group Sp(2m ,C) . 
The quadratic form x T M x considered so far is called bilinear. When 

the vectors x and their transformations T are in C we could also have a 
so-called sesquilinear quadratic form given by 

(12.12) 
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where the dagger denotes hermitian conjugate (i.e. complex conjugate 
transpose). N ow the matrices U that preserve this quadratic form satisfy 

utMU=M (12.13) 

and for A1 =D the matrices U form the generalized unitary groups 
denoted by 

U(n-k,k,C) . (12.14) 

For k=f-0 these groups are non-compact , for k=O we have the ordinary 
unitary group, which is compact. We note that obviously 

U( n-k,k/R)=O( n-k,k/R) (12.15) 

since the sesquilinear and bilinear quadratic forms are indistinguishable 
in IR. It is customary to denote U(n-k,k,C) as simply U(n-k,k) and 
O(n- k,k,IR) as simply O(n-k,k). 

Matrices that are simultaneously unitary and symplectic form the 
unitary symplectic group denoted by USp(2m-2k,2k): 

U Sp(2m-2k,2k )=U(2m-2k,2k )nSp(2m,C) (12.16) 

and these are compact for k=O, non-compact for k=f-0. 
As mentioned befare the classical groups are defined in terms of matrix 

groups preserving quadratic forms. We mention a few more matrix groups. 
The general linear groups over IR and C have obvious subgroups, called 
special linear groups and denoted by SL(n,lR) and SL(n,C), defined by 
the requirement that they be unimodular. GL(n,C) has in addition the 
subgroups SL1(n,C) with real determinant and SL2(n,C) with determi­
nant of modulus unity. 

Two more groups need be mentioned. The matrices in S0(2m,C), 
which leave invariant an antisymmetric sesquilinear form , are a group 
denoted by S0*(2m). The matrices in SL(2m,C), which commute with 
the product of an antisymmetric matrix and the complex conjugation 
operator, forma group denoted by SU*(2m). 

In addition to matrices with real or complex matrix elements we could 
also discuss matrices with quaternionic matrix elements, taking care to 
account for the non-commutativity of quaternions. This allows one to 
define the classical groups in a unified way as follows. Let U(n-k,k,r) be 
the unitary group whose elements are n x n matrices with matrix elements 
in a field í, which preserve the quadratic form qt Dq, where 
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q= (12.17) 

with qíElf. The field lf can be IR, C or IH and the dagger denotes, respec­
tively, transpose, transpose complex conjugate and transpose quater­
nionic conjugate. 

In view of the isomorphism between quaternions and su(2) (see Chap­
ter 9) an nxn matrix with quaternionic elements can be viewed as an 
2nx2n matrix with complex elements, thus avoiding non-commutativity 
issues. In particular, one can show that this leads to the isomorphism 

U(n-k,k,IH)~USp(2n-2k,2k). (12.18) 

Thus, the unitary groups over lf are, respectively, the orthogonal (lf =IR), 
unitary (lf =C) and unitary symplectic (lf =IH) groups. 

We use this unified approach to find the dimensions and describe the 
topology of U(n,lf). Consider then nxn matrices U with matrix elements 
in lf, which obey 

utu=I. (12.19) 

In detail, let U be given as 

a1 bi C1 W1 

a2 b2 C2 W2 

U= a3 b3 C3 W3 (12.20) 

an bn Cn Wn 

so that (12.19) stands for the following equations: 

ak *ak=l, 

bk *ak=O, bk *bk=l, 

ck*ak=O, ck*bk=O, ck*ck=l, 

etc. (12.21) 

In these equations we may think of a as a vector with n compo­
nents akElf, i.e. aElfn. Thus, respectively, in the three cases we have 
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aEIRn, aECn=IR2n and aE[J-in=IR4n and the same is true of the vectors b,c, 
etc. 

Now the first equation in (12 .21), aA:ak=l , is a real equation because 
of the way the star operation is defined. It therefore constitutes one con­
straint on the n entries in the first column of U and so that column can be 
parameterized by fn-l real parameters with f=l ,2 and 4, respectively, 
in the case of O ( n) , U ( n) and U 8p ( 2n); in other words this constraint 
tells us that the first column of u defines the sphere stn- 1 . 

The vectors a,b,c,. .. have the indicated components with respect to 
sorne set of n orthogonal axes. We can rotate those axes so that with 
respect to the rotated axes all the components of a are zero except for a1 . 

Then the requirement that a be orthogonal to b* ,e*, ... is satisfied if 0=b1 = 
c1= ... The remaining requirement in the second line of (12.21), bA:bk=l , 
defines now Sf(n-l)-l as there are only n-1 non-vanishing components 
in b. 

Vve can now contemplate rotating the axes in the (n-1)-dimensional 
subspace that does not include the axis labeled 1, such that with respect 
to the rotated axes all components of b are zero except for b2 . Now the 
requirement that b be orthogonal to e*,. .. is satisfied if 0=c2= ... The 
remaining requirement in the third line of (12.21), cA:ck=l, defines now 
Sf(n-2)- 1 as there are only n - 2 non-vanishing components in c. 

Continuing in this fashion we find that the number of parameters is 

n 

2:)fk-l)=(Jn!1 -l)n~n(n-1)/2 for O(n) 
k=l f=l 

and that the topology is 

~n2 
f =2 

for U(n) 

~n(2n+l) for U 8p(2n) 
f =4 

n U stk- 1 
k=i 

(12.22) 

(12.23) 

and we remark that an sn ,n2:2 , are simply connected, while si is infinitely 
connected. 

Thus, for the case of the orthogonal groups we see that 80(2) is si and 
so infinitely connected, while for 80(3) we get the union of S1 and S2 . But 
we know a different parameterization for 80(3) that makes its topology 
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that of a three-dimensional ball with antipodal points identified, showing 
that 80(3) is doubly connected. If then for n~3 we stop the induction 
from so ( n) clown at so ( 3) we ha ve the topology of the union of sn- i' 
sn- 2, ... , S4 and the doubly connected three-dimensional ball, hence the 
SO(n) for n~3 are doubly connected. 

For U(n) we get from (12.23) the union of s 2n- i, s 2n- 3 , ... , S3 , si 
and so, because of S1, the U(n) groups are not simply connected. As a 
result of the rotations described above our matrix U (12.20) is in diagonal 
form: diag( e i'P i ,ei'P 2 ,. . .,ei'Pn ) where we are free to choose the phases as we 
like except that exp i(cpi+cp2+. .. + cpn)=detU. Consequently, for SU(n) 
we can choose all the phases to be zero and that eliminates the si from 
the union of the spheres so that SU(n) is simply connected. 

For USp(2n) we get from (12.23) the union of s 4n-i, s 4n- 5 ,. . ., S7 , S3 . 

All these spheres are simply connected and therefore USp(2n) is simply 
connected. 

In conclusion, we list the dimensions of all the matrix groups discussed 
in this chapter: 

GL(n,[R) n2 

GL(n,IC) 2n2 

SL(n,[R) n2-1 

SL(n,IC) 2(n2-1) 

SLi(n,IC) 2n2-1 

SL2(n,IC) 2n2-1 

O(n-k,k) n(n-l)/2 

O(n,IC) n(n-l) 

S0*(2m) m(2m-1) 

Sp(2m,[R) m(2m+l) 

Sp(2m,IC) 2m(2m+l) 

USp(2m-2k ,2k) m(2m+l) 

U(n-k,k) n2 

SU(n-k,k) n2-1 

SU*(2m) (2m) 2-l. 

This list can be used as a guide for possible isomorphisms or homo­
morphisms among matrix groups, such as e.g. among 0(3,1), 0(3,IC) and 
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SL(2,C), which can all be used to describe the Lorentz group. Another 
example is 0(2n+l) and USp(2n) that are isomorphic for n equal to one 
and two. 

Biographical Sketches 

Lorentz, Hendrik Anton (1853- 1928) was a Dutch physicist born 
in Arnhem. At age 25 he was offered the first Chair of Theoretical 
Physics at Leiden, which had been created for van der Waals. He made 
major contributions with his electron theory. In 1902 he shared with 
Zeeman the Nobel prize for Physics. In 1904 he derived a mathematical 
transformation, the Lorentz- Fitzgerald contraction, which explained the 
apparent absence of relative motion between the Earth and the ether. 

de Sitter, Willem (1872- 1934) was a Dutch astronomer born in Sneek, 
Friesland. He was appointed Director and Professor of Astronomy at the 
University of Leiden in 1908. After Einstein had solved his equations of 
general relativity to produce a description of a static universe with curved 
space, the curvature being constant in time, de Sitter demonstrated that 
an expanding universe of constantly decreasing curvature emerged as 
another solution. 

Liouville, Joseph (1809-82) was a French mathematician born in St. 
Omer. He taught at Ecole Polytechnique (1831- 51) and then at the 
Collége de France and the University of París. In 1836 he founded and 
edited for nearly 40 years the Journal de Mathématiques. He worked 
in analysis, theory of differential equations, mathematical physics and 
celestial mechanics. Among his contributions to number theory is the 
proof that transcendental numbers are infinitely many. 

Maxwell, James Clerk (1831- 79) was a Scottish physicist born in 
Edinburgh. From 1860 to 1865 he was Professor of Natural Philosophy 
and Astronomy at King's College, London. In 1871 he was appointed the 
first Cavendish Professor of Experimental Physics at Cambridge. He is 
regarded as one of the founders of the kinetic theory of gases. Out of this 
work carne the statistical interpretation of thermodynamics and the idea 
of the Maxwell demon, which would appear to violate the second law of 
thermodynamics. In "A Dynamical Theory of the Electromagnetic Field" 
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(1864) Maxwell put forward four differential equations now famous and 
bearing his name. 

Thomas, Llewellyn (1903- 92) was born in London and studied at 
Cambridge University where he received the Ph.D. degree in 1928. He was 
Professor of Physics at Ohio State University (1929- 43) , staff member at 
\iVatson Scientific Computing Laboratory at Columbia University (1946-
68), ancl Visiting Professor at North Carolina State University (1968- 76). 
He is best known for Thomas precession and the Thomas- Fermi statistical 
model of the atom. 



13 
Unitary groups 

By definition, the U(n) group consists of all unitary complex nxn matri­
ces with multiplication defined as matrix multiplication. A matrix U is 
unitary if its inverse equals its hermitian conjugate ( =complex conjuga te 
transpose). As usual, the SU(n) group is defined as the unimodular 
subgroup of U(n). It follows from the unitarity condition 

(13.1) 

that all matrix elements of U have magnitude bounded by unity so the 
volume in parameter space is finite and the U(n) group is compact. In the 
preceding chapter we have shown that the dimension of U(n) is n 2 and 
so an element of U(n) in the neighborhood of unity can be parameterized 
as 

(13.2) 

where the lfJa are the parameters and the Fa are the generators, which 
are required to be hermitian in a unitary representation. 

The Fa generate the u(n) Lie algebra. Consider for a moment nxn 
regular real matrices- they form the group GL(n,lR), the group of general 
linear transformations on a n-plet of real numbers. It is obvious that we 
have a basis in terms of the n 2 quantities Eab, a, b=l, 2, ... ,n, which 
are nxn matrices with zero entries everywhere except for unity at the 
intersection of the ath row and bth column: 

(13.3) 

Any real nxn matrix can be written as rbªEab, rbª being n 2 real param­
eters. The algebra gl(n,lR) is thus defined by 

([Eab,Ecd])/= (Eab)s k(Ecd)kt-(Ecd)s k(Eab)kt 

= s; s;bk s; Hit_ s; s;dk s; s;/Jt 
Uas U UckU U csU Uak;U 

(13.4) 
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from which we abstract the commutation relations 

(13 .5) 

Now, for the u(n) Lie algebra we want n 2 hermitian generators, while the 
Ea b defined above are not hermitian for a-=/:b. But clearly we can form for 
a-=/:b 

(13.6) 

where K ab and L ab are hermitian. The point of this exercise is to indicate 
that we can deal just as well with the non-hermitian Eab, i.e. the Lie 
algebras of U(n) and GL(n,JR) are isomorphic: 

u(n)"'gl(n,JR). (13. 7) 

Next , we observe that it follows from the unitarity condition (13.1) 
that ldetUl 2 =1 and therefore 

detU =expicp, cp real, (13.8) 

so the unimodularity constraint reduces the number of parameters by 
just one. Thus, elements of SU(n) can be parameterized as in (13.2) 
but by n 2 -1 parameters and with the Fa required to be traceless. Since 
Ekk=l it follows that Ekk generates a U(l) subgroup whose elements 
commute with everything and the n2 -1 traceless generators of SU(n) 
can be taken as 

E' b=E b a-tb 
a a' r ' 

E'ª=E ª-l. l (no sum on a!) 
a a n ' (13 .9) 

and the primed generators obey the same commutation relations as the 
unprimed ones. 

By the way, it follows that U(n) is not semisimple since it contains 
the "U(l) factor". SU(n) is semisimple. 

Next we ask: what is the center of SU(n)? Well, we need an nxn 
matrix that commutes with everything- >.ln, and if it is to be unimodular 
then we must have >.n=l. The solution of this equation in C yields the 
nth roots of unity, so the center is Zn . Thus, in SU(3) the center is 1 3 

and this is why there are three kinds of representations: the quark 3, 
the antiquark 3* and the meson 8 being examples of each. Since the nth 
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roots of unity are complex for n > 2 it follows that complex representations 
occur. For n=2 this argument does not apply since the two square roots of 
unity are ±1 and real. Indeed we know, in view of the isomorphism of 
SU(2) and Spin(3) , that the irreducible representations of SU(2) are self­
conjugate: real for integer spin and symplectic for half-odd-integer spin. 
This property of SU(2) was called by Wigner ambivalence. 

That complex conjugation is an automorphism of U(n) and SU(n) 
follows from our commutation relations (13.5). For n=2 complex conju­
gation can be accomplished by a similarity transformation. For n>2 that 
is, in general, not possible, as can be seen by considering the center. In 
sorne representations the element that generates the center is represented 
by 1 ( for n odd) or by 1 or - 1 ( for n even) and these representations are 
self-conjugate. In all other representations that element is represented 
by 1 times a complex nth root of unity, therefore its trace is complex 
and cannot be transformed into its complex conjugate by a similarity 
transformation. 

Just as for the orthogonal groups we can develop the concept of tensor 
operators and use that to find Casimir operators. With the realization of 
the generators in the form 

(13.10) 

we find 

[E b ] K b [Eab, ;:;ic]=-Kac;:;ib
1 a , Zc =uc Za , u u u (13.11) 

which suggests that we define two types of rank one tensors that transform 
like Za or 8ª. So we define a contravariant tensor of rank one to be 
a collection of n entities Ta, a=l ,2,. . .,n, which obey 

(13.12) 

and a covariant tensor of rank one to be a collection of n entities 
Tª, a=l ,2,. . ., n, which obey 

(13.13) 

Now, a tensor of rank two comes in three varieties: covariant T ªb, 
which consists of n 2 entities obeying 

(13 .14) 



contravariant Tab , which consists of n 2 entities obeying 

[Eab, Tcd]=ó}Tad+ÓdbTca1 

and mixed Tªb' which consists of n 2 entities obeying 

These tensors are reducible. We have 

and similarly for Tab. The mixed Ta b red u ces diff erently: 
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(13.15) 

(13.16) 

(13.17) 

(13.18) 

where T-Ta ª is a tensor of rank zero, an invariant. The reason for 
reducibility of Tªli or Tab is due to the fact that the symmetrized and 
antisymmetrized parts transform separately, as will be demonstrated in 
the next chapter. However , we cannot symmetrize or antisymmetrize a 
superscript and a subscript and the reducibility of Ta b is due to the 
existence of the invariant mixed tensor Óa b: 

(13.19) 

Observe that Eªb' the generators of U(n), are precisely a mixed second 
rank tensor, which break up into the invariant Eaª and the n 2 -1 gener­
ators E' a b of SU ( n). Clearly we thus have that Eaª Tr E is a linear 
Casimir operator of U ( n) and we can form a quadratic Casimir 

(13.20) 

and a cubic Casimir 

(13.21) 

etc., where we denote by E the nxn "matrix" whose ab "matrix element" 
is Ea b. The proof that the trace of powers of E is a Casimir proceeds in 
complete analogy to the case of the orthogona1 groups as discussed in 
Chapter 11. 

Again as discussed for the orthogonal groups it follows from the 
Cayley- Hamilton theorem that Tr En+l is not polynomially independent 
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of the traces of lower powers and therefore an integrity basis for the 
Casimir operators can be chosen in the form 

s=l,2, ... ,n for U(n) 

(13.22) 

s=2,3, ... ,n for SU(n), 

the number of independent Casimirs being equal to the rank. 
Note that SU(n), n>2, contains in the integrity basis for Casimir 

operators a cubic Casimir, and so in general gives rise to anomalies. 
The anomaly is a property of a representation that can be shown to 
be proportional to the cubic Casimir of the representation. Consistency 
of the quantum field theories for elementary particles requires that the 
representation used to describe the right-handed spin 1/2 particles be 
anomaly-free. Now consider the SU (3) x SU (2) x U(l) theory, the so-called 
Standard Model , or equivalently its unified into SU (5) version. Here, the 
elementary particles are grouped in (three) families and in each family 
we have 15 right-handed spin 1/2 particles to consider: in the first family 
we have the six quarks (in two fiavors and three colors), six antiquarks, 
the electron, the positron and the electron antineutrino. There is no 
15-dimensional irreducible representation in SU(5) and so Georgi ancl 
Glashow considered in their theory the reducible 5 EB10* representation. 
Remarkably, 5 ancl 10* have equal and opposite cubic Casimirs. Having 
a reducible representation for t he fundamental particles of the theory is 
certainly not very pleasing esthetically but the anomaly cancellation was 
quite remarkable and reassuring, although mysterious. 

The mystery is explained (and the reducibility eliminated) when the 
unifying group is enlarged from SU(5) to Spin(lO). In Spin(lO) each 
family is put into the spinor 16, which decomposes with respect to its 
SU(5) subgroup as 

16=5EB 10*EB 1. (13.23) 

(The 1 contains the right-handecl neutrino, so Spin(lO), in contrast to 
SU(5) , can accommodate a massive neutrino, which necessarily contains 
both handeclness states.) Since the SU (5) singlet has zero value for the 
cubic Casimir (a singlet has zero value for all Casimirs) the cancellation 
of the cubic Casimir 's value for the 5 against the 10* is explained since 
the Spin(lO) has no cubic Casimirs in its integrity basis. 



14 
The symmetric group Sr and Young 
tableaux 

We go back to our discussion of tensors in SU ( n). We have learned that 
locating indices up or down makes a difference and that contracting an 
upper and a lower index reduces a tensor, i.e. that Ó&ª is an invariant 

n 
,--"-., 

tensor. In addition, we have in SU ( n) the invariant tensors Eª&pr and 
Ea&. pri which can be used to raise or lower indices. Thus, e.g. if Tab· ··p is 
~ 

n -

a contravariant tensor of rank n-1 then wr defined by 

(14.1) 

is a covariant tensor of rank one. 
As discussed in Chapter 13 for a rank one tensor we have the n entities 

Ta, a=l,2, ... , n. For a rank two tensor we have the n 2 entities Tab or the 
irreducible n( n+ 1) /2 entities T(ab) =Tab+ Tba and the n( n-1) /2 entities 
T¡ab]=Tab-Tba· It is worth remarking that we cannot use Óab to further 
reduce T(ab) because the invariant tensor is the mixed óªb' not Óab (this is 
to be contrasted with the situation for the SO(n) groups). 

Explicit calculation shows that the T(al!) and T¡a/J] transform indepen­
dently and do not mix with each other, justifying our claim ofreducibility, 
and the question is: why? 

Consider the symmetric group S2 ( also called the permutation 
group) on two objects , namely the two indices of Tab· The action of the 
two elements of S2 , the identity e and the exchange p, on Tab is: 

(14.2) 

and the multiplication table has the obvious structure 

(14.3) 
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We can write 

(14.4) 

and note that ( e±p) are eigenstates of p to the eigenvalue ±l. 
If we denote by Uab an element of our nxn unitary matrices in U(n) 

then the statement that T transforms as a second rank tensor can also 
be written as 

T I u ku lrri ab= a b 1- kl, (14.5) 

hence 

(14.6) 

i.e. the actions of the symmetric group S2 and the unitary group U(n) 
commute. 

This was perhaps to be expected as they involve different qualities of 
the tensor T . But now if we have an eigenstate of p to, say, the eigenvalue 
- 1 then we still must have an eigenstate of p to the eigenvalue -1 after 
the action of U ( n )- and so T must be reducible into pieces corresponding 
to eigenstates of p. 

vVe next consider the tensor of rank three Tabc and the symmetric 
group on three objects S3 . We remark first that S3 has 6=3! elements. In 
general, consider Sr- how do we rearrange r objects? Well, we can take 
the first object and put it first, or second, or third, etc. i.e. in r different 
places. Having placed it we can place the second object in r-1 different 
places, and so on. Thus, we arrive at 

r(r-l)(r-2) ... l=r! 

different rearrangements, the elements of Sr. 
Explicitly, the six elements of S3 can be identified as follows: 

(1)(2)(3)=e 
(12)(3)=P12 
(13)(2)=p13 
(1)(23)=p23 

(123)=P123 
(132)=p132 

eTabc=Tabc 

P12Tabc=TiJO.c 

P13Tabc=Tcba 

P23Tabc=Tacb 

P123Tabc=T cab 

P132Tabc=Tbca· 

(14.7) 

(14.8) 
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This cycle notation is useful. (1)(2)(3) means that we have just 
one-cycles, the symbol ( 1) denotes the rearrangement that takes the 
first object and puts it in the first place, the symbol (2) denotes the 
rearrangement that takes the second object and puts it in the second 
place, the symbol (3) denotes the rearrangement that takes the third 
object and puts it in the third place-i.e. no rearrnngement, which is 
why (1)(2)(3)=e= identity. 

Next, (12)(3) means that we have the two-cycle (12) that takes the 
first object and puts it in the second place, takes the second object and 
puts it in the first place, this followed by the one-cycle (3) that leaves 
the third object in the third place. Similarly for (13)(2) (exchange first 
and third object leaving second unchanged) and (1)(23). Note that the 
square of a two-cycle is equal to e. It is clear that the one-cycles could be 
omitted and from now on we write just (12) for (12) (3), etc. 

Lastly, we have three-cycles: the three-cycle (123) means permute 1, 2 
and 3 cyclically, i.e. take the first object and put it in second place, take 
the second object and put it in third place, take the third object and put 
it in first place. Similarly for (132). Note that the square of a three-cycle 
is not the identity, but the cube is. 

Note that the entire group Sr can be generated by just the two-cycles 
( ij), the transposition or exchange of the ith and jth en tries, in fact 
just the adjacent two-cycles (i,i+l), which are r-1 in number. 

In particular, for S3 we can use the two adjacent two-cycles (12) and 
(23) to obtain the remaining four elements of S3 by forming appropriate 
products: 

e=(12) (12)=(23) (23) 

(13)=(12) (23) (12)=(23) (12) (23) 

(123)=(12)(23) 

(132)=(23) (12). (14.9) 

Going back to S2 we observe that the objects S, called the sym­
metrizer, and A, called the antisymmetrizer, defined by 

S=~(e+p) , A=~(e-p) , e= (1)(2) , p=(12) (14.10) 

are idempotent 

(14. 11 ) 
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complete 

S+A=e, (14.12) 

ancl orthogonal 

SA=AS=O, (14.13) 

ancl are eigenvectors of the permutation p=(12) to the eigenvalues ±1 

pS=S, pA=-A. 

It is easy to verify that for S3 S ancl A clefinecl by 

1 
S=-¡{ e+(123)+(132)+(12)+(13)+(23)} 

3. 
1 

A=-¡ { e+(123)+(132)-(12)-(13)-(23)} 
3. 

(14.14) 

(14.15) 

are iclempotent ancl orthogonal, but not complete. They also satisfy 
(14.14) with p=(12) or (13) or (23). This can be seen as follows: because 
we have a group we must have pS=S because S is the sum of all elements 
ancl p on every element in turn produces a permutation of all elements. 
Virtually the same argument works for pA if we note that A has all even 
permutations occurring with a plus sign, all oclcl permutations with a 
minus sign, where the even permutations are e, (123) ancl (132) , being 
given by a procluct of an even number of transpositions ancl the odd 
permutations are (12), (13) ancl (23), being given by an oclcl number of 
transpositions. Hence, the action of p, a single transposition, on A will 
result in the appearance of a minus sign. 

In fact, we can immecliately conduele that for Sr we can form 

(14.16) 

where R stands for any permutation ancl we sum over all r! of them. This 
object is the symmetrizer ancl we have by the same argument as above 
that 

pS=S, p=any two-cycle (14.17) 

ancl therefore 

RS=S, (14.18) 
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since any permutation R can be written as a product of two-cycles . From 
these results it is easy to prove idempotency of S: 

2 1"' 1"' 1"' S =-, L...RS=-, L...S=S( I L.) )=S. 
r . R r. R r . R 

(14.19) 

We may similarly deduce that the antisymmetrizer A defined by 

(14.20) 

satisfies 

pA=-A, p=any two-cycle. (14.21) 

Here, fJR is the parity of the permutation R: it is + 1 if R is even, - 1 if R 
is odd. It follows t hat 

(14.22) 

and we easily prove idempotency of A , as well as orthogonality of A and S . 
These generalizations from S2 to Sr are quite straightforward-but 

what about (14.12) , the completeness statement? Clearly S and A do not 
add up to the identity in Sr, r> 2. In other words, whereas in S2 there 
exist only two kinds of symmetries: symmetric and antisymmetric, in Sr 
there must exist more symmetry types. So consider in S3 , for example, 
symmetrizing in index 1 and 2 followed by antisymmetrizing in index 
1 and 3. We get 

[e-(13)] [e+(12)]=e+(12)-(13)-(123)-<p. (14.23) 

To see what we have we act on <p with the two two-cycles that generate 
the whole group: 

(12)<p=e+(12)-(132)-(23)=x, 

(23)<p= (23)+(132)-(123)-(13)=<p-x, 

(14.24) 

(14.25) 

that is <p and x form a basis, that is what we have here is a two­
dimensional representation of the symmetric group S3 . 
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In fact, explicit calculation shows that Y and Y' defined by 

1 1 
Y = 3 [e-(13)] [e+(12)]=3 [e+(12)-(13)-(123)], (14.26) 

1 1 
Y' = 3 [e-(12)] [e+(13)]=3 [e-(12)+(13)-(132)], (14.27) 

are idempotent, mutually orthogonal and orthogonal to S and A , and we 
have the completeness statement in the form 

S+A+Y+Y'=e. (14.28) 

We remark that the choice of Y and Y' is not unique, we could have 
instead taken ~ [e-(13)][e+(23)] and ~ [e-(23)][e+ (13)], etc. Any such pair 
is satisfactory in view of their completeness together with S and A. 

A neat procedure for dealing with these issues was devised by Young 
using boxes. For Sr we need r boxes: 

CD ==>S B 
These are called Young patterns. \iVhen filled with labels they are called 
Young tableaux. Thus, corresponding to the symmetrizer S we have the 
tableaux 

which says symmetrize in 1 and 2, i.e. apply the instruction ~ [e+( l 2)], 
and corresponding to A we have the tableaux 
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which says antisymmetrize in 1and2, i.e. apply the instruction ~[e-(12)]. 
r=3. There are now three patterns possible: 

EP 
while the corresponding tableaux are: 

1 

2 =A=t2iRfi 
3 

~ ~=Y=[e-(13)] [e+(l2)]/3 

w=Y' =[e- ( 12)] [e+( 13) ]/3 
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r=4. We now have five possible patterns and ten tableaux: 

1 

1 
1 

2 3 4 

1 2 3 1 2 4 1 3 4 

4 3 2 

[{E 4 [{E 4 

1 2 1 3 1 4 

3 2 2 

4 4 3 

1 

2 

3 

4 

The rule for constructing clifferent tableaux for a given pattern is as 
follows. The information in the tableaux can be written as MN, M = 
M1M2Nh ... , where Nlm instructs us to antisymmetrize in the entries 
in the mth column, and N=N1N 2N 3 ... , where Nm instructs us to 
symmetrize in the entries of the mth row. We note that the Mi commute 
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among themselves and the NJ commute among themselves but not with 
each other. Without loss of generality we agree to always place 1 in the 
upper left corner and to have entries increase from left to right in the 
rows and from top to bottom in the columns. Two tableaux are different 
if, subject to these rules, sorne of their entries are different. 

The rule for constructing patterns is that they have a total of r boxes 
and every row be no longer than the row above it. Different patterns 
correspond to different irreducible representations of Sr, the number 
of different tableaux for a given pattern gives the dimension of that 
irreducible representation. The general pattern can be specified by the 
numbers fi?:.h?:.f3?:_ ... ?:_fk, where f m denotes the number of boxes in the 
mth row and J1 + h+ f3+ ... fk=r, i.e. we have a partition of r. 

It is then obvious that for the pattern 

there is only one tableaux possible obeying the rules: 

and analogously only one tableaux is possible for the pattern consisting of 
a single column. These totally symmetric and totally antisymmetric rep­
resentations are the only one-dimensional representations. The patterns 
with more than one column or row have larger dimensions, as we have 
seen above. As a check to determine whether we have found all possible 
tableaux we can use the fact that for a discrete group the sum of the 
squares of the dimensions of the irreducible representations should equal 
the dimension of the group. Thus: 

12+1 2=2! 
12+22+12=3! 

12+32+22+32+ 12=4! 

The following formula gives the dimension of the irreducible representa-
tion of S.,. specified by the partition (!1, h,. .. , fn): __ ,_ _ 

~it"'i'ti(f._:-_·¡:);D 
1 

) ¡ 
i, itiSiCNCt!A ~ \ 
~i ttft. •• :\:0'RID 5 

-~ ~stJOTf.()\ i 
~ C~NC.V~ j --
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where ak are the integers 

ak=fk+n-k, k=l,2, ... ,n, 

in the decreasing order o.1 >0.2> . . . >o.n . 

Biographical Sketch 

(14.29) 

(14.30) 

Young, Alfred (1873- 1940) was born in Birchfield, England. He received 
the Sc.D. degree at Cambridge in 1908 and was ordained in the sarne year 
becorning curator at Christ Church, Blacklands. He wrote and published 
for over forty years over 25 papers on the subject of groups. Arnong thern 
is a series of nine papers entitled "On quantitative substitutional analysis" 
in the first of which, published in 1900, he discusses the diagrarns and 
tableaux that bear his narne today. 



15 
Reduction of SU ( n) tensors 

As discussed in preceding chapters the nr entities Tabc... are the com-
'-...--' 

r 

ponents of a contravariant SU(n) tensor of rank r provided they have 
appropriate commutation relations with the generators of SU ( n). They 
can be used to provide representations of SU(n), which are in general 
reducible. We get irreducible tensors if, under permutation, the subscripts 
belong to an irreducible representation of the symmetric group Sr, i.e. 
correspond to a Young pattern. 

The tensors that are totally symmetric or totally antisymmetric under 
permutation of the subscripts are the easiest to consider. In particular, we 
shall now calculate their dimensions. Consider the totally antisymmetric 
tensor of rank r. The first index can take on n values, the second index 
can take on any value different from the first, i.e. n- l values, and so on 
for the third index, etc. resulting in n( n- l) ... ( n-r+ 1) possibilities. But 
exchanging any two indices simply gives a minus sign, so we must divide 
by r! - thus the final answer for the number of independent components of 

a completely antisymmetric SU(n) tensor of rank r is n!/(n-r)!r!= (~), 
i.e. the number of ways of choosing r objects out of n. By a similar 
but slightly more involved argument one can show that the number of 
independent components of a completely symmetric SU(n) tensor ofrank 

. (n+r-l) r lS . 
r 

Next, to get a feeling for the subject, we find all the irreducible tensors 
and their dimensions for r=2,3 and 4. 

r=2. A second rank SU(n) tensor has n 2 components with the reduc­
tion 
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nxn=n(n+l)/2+n(n-l)/2. (15.1) 

r=3. A third rank SU(n) tensor has n3 components with the 
reduction 

nxnxn=n( n+ 1) ( n+2) /3!+2 xn(n2 -1) /3+n(n- l )(n-2) /3!. (15.2) 

The best way to derive the above result is to use the results for r=2 and 
tack on the additional box in all possible ways as follows: 

nxn(n+l)/2=n(n+l)(n+2)/3!+n(n2-1)/3 (15.3) 

nxn( n-l) /2=n(n2 -1) /3+n( n-l )( n-2)/3!. (15.4) 

r=4. We use the results for r=3 to obtain 

nxn( n+ 1) (n+2)/3!=( n+3) !/ (n-1 )!4!+3n( n2 -1) ( n+2) / 4! (15.5) 
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nxn!/ (n-3) !3!=n!/ (n-4) !4!+3n( n2 -1) ( n-2) / 4! 

n x n( n2-1) /3=3n(n2-1) ( n-2) / 4!+2n2(n2-1) / 4! 

+3n( n2 -1) ( n+2) / 4!. 

(15.6) 

(15.7) 

We are able to obtain the dimensions corresponding to a given pattern 
because in the sequence described at every stage there is at most one 
pattern that is not totally symmetric or totally antisymmetric or had 
appeared atan earlier stage of the sequence. This then allows us to obtain 
the dimension of that pat tern. 

It should be clear that what we have here is the Clebsch-Gordan series 
for the reduction of the Kronecker products of the defining representation 
with irreducible representations of rank one, two and three. 

We should recognize sorne of these results. Let's start with SU(2). 
We have D----+n----+ 2, i.e. the single box refers to the defining two­
dimensional representation of SU ( 2). In view of the isomorphism wi th 
Spin(3) this is also our friend the spinor of Spin(3). But now by tensoring 
this spinor representation with itself we get 

2x 2=2·3/2+2·1/2=3+ 1, (15.8) 

i.e. the totally symmetric representation is the triplet = spin 1, the totally 
antisymmetric representation is the singlet = spin O and we have the 
familiar statement that the addition of two spins 1/2 yields spin 1 and 
spin O. 

Next, we consider r=3: 

oxoxo=~1 ~1+2EP+I 

11 
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23=2·3·4/3!+2(2·3/3)+2· 1 ·0 /3!=4+2·2+0 

=spin3/2+2(spinl /2). (15.9) 

What we are discovering is that the totally antisymmetric tensor of 
rank 3 vanishes in SU(2) because it is not possible to have a structure 
with three slots (indices) completely antisymmetric under the exchange 
of slots if we only have two things to distribute among the three slots, 
the two things being the spin up and spin clown of the Spin(3) spinor. 

Therefore, a Young pattern with a column having three or more boxes 
gives zero in SU(2) , which we have indicated above by shading such a 
column black. A column having two boxes transforms like a singlet, i.e. an 
invariant, and can be omitted if it is a part of a larger pattern- we have 
indicated this above by shading such a column grey. With this in mind 
we see that for SU(2) , for r=4, (15.6) is empty and (15.17) is equivalent 
to (15.2) so that the only non-trivial relation is (15.5): 

2x4=5+3, (15.10) 

that is addition of spin 1/2 and spin 3/2 yields spin 2 and spin l. 
In fact, it is obvious that for SU(2) the only non-trivial arrangements 

correspond to the totally symmetric Young pattern consisting of a single 

row with p boxes of dimension (n+p- l)--+=p+ 1, corresponding to spin 
p n=2 

p/2, where p=0,1,2, ... 
The situation is somewhat more interesting for SU(3). 
Now, r=l means D-tn-t3, which is our friend the quark- the defining 

three-dimensional representation of SU(3). By tensoring this we get for 
r=2: 

3x3=6+3*, (15.11) 
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where the antisymmetric pattern is denoted as 3*, as will be explained 
below. 

For r=3: 

3x3x3=10+2x8+1. (15. 12) 

vVe now saya word about the notation 3*. In SU(3) a column with three 
boxes is equivalent to a singlet ( and may be omitted when part of a larger 
pattern), while a column with two boxes can be viewed as a missing third 
box, i. e. like the absence of the triplet = quark, i. e. like an antiquark. 
More precisely, a column with two boxes is like the conjugate of a single 
box according to the relation 

caber =Sª 
e be ' (15.13) 

which relates the antisymmetric rank two contravariant tensor Tbc to a 
rank one covariant tensor Sª. (This is analogous to the familiar fact that 
in 3-space the cross product of two vectors is a pseudovector- in 3-space 
a rank two antisymmetric tensor has the same number of components as 
a vector.) 

n 
,..-A-., 

In general, for SU ( n) , the existence of the invariant tensor ¿ª·b · .s means 
that if we identify a rank one contravariant tensor with a single box, a 
covariant rank one tensor can be related to a contravariant antisymmetric 
tensor of rank n-1 and identified with a column of n-1 boxes. When 
identifying these irreducible representations by their dimensions we shall 
use n and n* to distinguish them. The existence of pairs of irreducible 
representations with the same dimension is a consequence of complex 
conjugation being an automorphism, with complex representations nec­
essarily occurring as complex conjugate pairs. 

It follows that the mixed rank two tensor corresponcling to the adjoint 
representation is depicted as 
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--')> n2- 1 
' 

(15.14) 
where the long column in the above pattern has n-1 boxes. 

It follows further that one can recognize from the pattern what rep­
resentations are each other's conjugate and whether a representation is 
self-conjugate. Thus, for example, in SU(4) the representations 

EP and [t 
are each other's conjugate because if they are juxtaposed 

they form the pattern corresponding to the singlet. Similarly, it is easy 
to see that the adjoint representation is self-conjugate. 

Whereas in SU(2) the most general possible irreducible representation 
corresponds to a Young pattern with one row, in SU(3) the most general 
case corresponds to two rows- and for SU ( n) to n-1 rows. This is 
why the most general irreducible representation of SU(2) is specified by 
just one number- the integer p= Ji-h corresponding to the number of 
columns with a single box, orto the spin p/2 , orto the dimension p+l. 

Correspondingly, in SU(3) it takes two integers to uniquely label 
an irreducible representation: the integer p= Ji - h corresponding to the 
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number of columns with just one box, and q= h-h corresponding to 
the number of columns with two boxes. This (p ,q) way of labeling can 
also be thought of in terms of the number of quarks p and the number 

of antiquarks q, since a box D is like a quark , whereas 8 is like an 

antiquark. 
Correspondingly, in SU(n) we can specify the most general irreducible 

representation given by the partition (f1 ,f2, ... ,Jn) by the n-1 integers 
Pk= fk- Ík+i,lS:.kS:.n-1. The following is a formula for the dimension of 
such an irreducible representation: 

dim(f1,f2, ... Jn)= rr ( 1 +fc;k), (15.15) 
l :;j<k:;n 

n=2 P1+l 

Reduction of the product of irreducible representations 

Perhaps one of the most useful applications of the Young pattern tech­
niques involves the reduction of the Kronecker product, i.e . the Clebsch­
Gordan series, of irreducible representations. We have already used this 
to sorne extent~thus the relation (15.1) 

nxn=n(n+ 1)/2+n(n-1)/2 

can be viewed as the statement that the reduction of the Kronecker 
product of the two defining n-dimensional representations yields the 
representations specified by the partitions (2,0) and (1,1). 

The product of sorne arbitrary representation, say one specified by the 
partition ( 4,2,2, 1), with the defining n-dimensional representation reduces 
into the sum of the following: 
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1 1 1 

~ 

which is obtained by tacking on the extra (shaded) box to the pattern 
corresponding to ( 4,2,2,1) in all possible legal ways (meaning that in 
the resultant pattern every row is at least as long as the row below 
it). The resultant patterns are guaranteed to ha ve the symmetry of 
the original pattern with respect to the boxes present in the original 
pattern corresponding to the partition ( 4,2,2, 1); in addition the extra 
box has been incorporated and no symmetry clash occurs, because the 
extra box had no symmetry relation to any of the boxes in the (4,2,2,1) 
pattern. 

However, when we combine two patterns, each of which has more than 
one box, we must worry about possible symmetry clash. We demonstrate 
the problem on two examples. The first is for SU(2) where no clash occurs 
and we describe the most general reduction possible, the second is for 
SU(n) , n>2, where the problem is fully present. 

As we know, the most general representation of SU(2) can be specified 
by the spin j with the corresponding pattern consisting of a single row 
of 2j boxes. The most general reduction is therefore of a spin j 1 and a 
spin j 2 and we assume without loss of generality, that j 12j2 . We can 
form the pattern where the first row has 2j1 boxes, corresponding to the 
representation j 1 , and the second row has 2j2 boxes, corresponding to 
the representation )2. This involves no symmetry clash as the new pattern 
instructs us to first symmetrize the entries in each row- and that was true 
for each row to begin with- followed by antisymmetrizing the entries 
in each column, which again involves no conflict as the two entries in 
each column had no symmetry relation to begin with , coming from the 
two separate patterns. Since in SU(2) a column with two boxes can be 
ignored this pattern is equivalent to a single row with 2(j1-j2) boxes, 
corresponding to spin j 1 - )2. 

Next , we form the pattern where the first row has the 2j1 boxes of 
the representation j 1 and one additional box from the representation )2, 
and the remaining 2)2-1 boxes of representation j 2 form the second row. 
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Again there is no symmetry clash. The resultant pattern is equivalent to 
a single row with 2(j1-j2 +1) boxes, corresponding to spin .h-)2+1. 

We can continue in this fashion , increasing the first row by one box at 
a time, until we reach the pattern consisting of a single row with 2j1 + 
2j2 boxes, corresponding to spin j 1 +j2 . Thus, we arrive at the Clebsch­
Gordan series 

J1+h 
(2j1+1)x(2)2+1)= ¿ (2k+1), (15.16) 

k=j1 -)2 

which physicists should recognize as the well-known statement: the addi­
tion of two angular momenta j 1 and j 2 yields all angular momenta that 
range from IJ1-J2I toj1+J2· 

We now look at SU(n). The procedure for the reduction of the 
Kronecker product has been codified into a set aj rules, which we will 
demonstrate on the example 

One starts out by taking one of the patterns to be the "skeleton" to 
which one tacks on the boxes from the other pattern ( which pattern is 
chosen as the skeleton is immaterial, as a practical matter it is best to 
choose the one with more boxes). In the second pattern one labels all 
boxes in the first row "a", all boxes in the second row "b", all boxes in 
the third row "c", etc. Thus, in our example we have 

One first tacks on to the skeleton the "a" boxes in all possible ways, 
except that two "a" boxes must not appear in the same column. Thus, 
in our example we obtain 
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a a 

a 

a 

a a 
~ 

Next, one tacks on similarly the "b" boxes, then "c" boxes, etc. (no two 
"b" boxes, no two "e" boxes, etc., into the same column), but with the 
additional rule that, reading from right to left and top to bottom, the 
added-on boxes are in a lexical sequence. A sequence is lexical if it has 
the property that if we encounter in it at sorne point, say, three "e" next 
to each other, there were befare at least three "b" ( and therefore at least 
three "a"). Thus, we get in our example the following result: 

a a a a 

b 

b 

ffiB a 

a 

b 

a a 

b 

a a 

b 



a 

a b a 

b 

In summary then we have 

+ + 

At the SU(2) level this reads 

2x2=1+3 

while at the SU(3) level this reads 
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a 
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8x8=10* +27+1+2·8+10 (15.17) 

(we use• to denote the pattern with n rows in SU(n)- the singlet) . 
We might note that since the 8 of SU(3) is self-conjugate the repre­

sentations contained in 8 0 8 must be either also self-conjugate (1, 8, 
27) or must come in conjugate pairs (10 and 10*). Another lesson that 
can be learned from the above is that a product of three 8s in SU(3) 
can be coupled to form an invariant (a singlet) in two different ways­
these are the familiar F and D couplings of flavor theory where we couple 
Yukawa-like the antibaryon octet, the baryon octet and the meson octet . 

I can't resist bringing up here the following problem: in how many 
different ways can one couple together r adjoint representations of SU(n) 
to form a singlet? For n?_r the answer is given by the so-called number 
of derangements /3r 

r ( -1 )k 
/3r=r!l:-k

1
-. 

k=O . 

(15.18) 

This was apparently calculated first in 1708 by Montmort in "Essai 
d'Analyse sur les Jeux de Hasard". 

Biographical Sketch 

Kronecker, Leopold (1823- 91) was born in Liegnitz , Germany (today 
Legnica, Poland). He studied under Kummer at Liegnitz Gymnasium 
and matriculated from the University of Berlín in 1841, then got his 
doctorate there in 1845 under Dirichlet. He wrote on number theory, 
elliptic functions, algebra and their interdependence. He became a full 
member of the Berlín Academy in 1861. In 1863 he succeeded Kummer 
in the chair of mathematics at the University of Berlín, becoming the 
first to hold the post who also earned the doctorate there. He opposed 
Kantor 's views on transfinite numbers. He is famous for saying "God 
himself made whole numbers- everything else is the work of men." 



16 
Cartan basis, simple roots 
and fundamental weights 

We recall that the generators XK of a Lie algebra obey 

[XJ(, XL]=CJ(LM XM, (16 .1 ) 

where the indices K, L, M range over d values, the dimension of the 
algebra. The Cartan metric is 

9AlfN=CMKLCNLK (16.2) 

and for a semisimple algebra it has an inverse gMN 

g
MI<g _s:M 

J<N-U N (16.3) 

and we can use 9MN to lower, and gMN to raise, indices. The explicit form 
of the structure constants CKL M depends on the choice of basis for the 
XK. In particular, a certain basis was used by Cartan to arrive at the 
classification of all semisimple Lie algebras. 

In preparation for the discussion of Cartan's classification of semisim­
ple Lie algebras we now present the Cartan basis. In the process we will 
see that the basis used for the construction of su(2) representations in 
Chapter 4 was a Cartan basis. In the Cartan basis the generators are 
grouped into two types. The generators called Hj are hermitian and 
mutually commute: 

(16.4) 

with lower case Latin indices ranging over r values, where r, the rank, is 
as large as possible. VI/e recognize this r-dimensional Abelian algebra as 
the Cartan subalgebra. 

The remaining d-r generators are called E°' and satisfy 

(16.5) 
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i.e. Ea is an eigenvector of Hj to the eigenvalue ªj· Note that according to 
(16.4) Hk is also an eigenvector of Hj but to eigenvalue zero. We collect 
the aj into an r-component vector a called a root. Since the Hj are 
hermitian the aj are real and the hermitian conjugate of (16.5) gives 

[Hj , E1J=-ajE1 ==> El=E-a, (16.6) 

that is the Ea are not hermitian and every root a has associated to it -a. 
Note that therefore d-r must be even. 

Lastly, consider the commutator [Ea, EiJl· From the Jacobi identity 
we get 

[Hj, [Ea, E¡J]]=[Ea, [Hj, E¡J]]-[E¡J, [Hj, Eall 

=(a.1+.Bj)[Ea, E¡J] 

and we have three possibilities: 

a) a + f3 is not a root therefore 

b) a +f3 is a zero root therefore 

[Ea, E_a]=Naj Hj 

e) a+f3 is a non-zero root therefore 

Thus, the structure constants in this basis have been renamed 

CijM=O, 

CjaM=ajÓaM, 

Ca¡)M =Na¡JÓa+/'1 ' n+f3=rf0, 

Ca-am=Nam, 

Note that 

N m e m mkc mkc mkc ¡) a = a-a = 9 a-ak = 9 ka-a = 9-a/) 9 ka 
mk 5' ¡) m = 9-a/)9 akua = 9-aaa · 

(16.7) 

(16.8) 

(16.9) 

(16.10) 

(16.11) 

(16.12) 
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With Ea represented by matrices in the adjoint representation, we have 

so we can rescale Ea and set 

For the Cartan metric we find 

9Ja=O 

(l-2akak)9a(3=NavN-aa+vÓa+f3º· 

(16.13) 

(16.14) 

(16.15) 

By looking at representations of the algebra we will show that Naf3 
can be expressed in terms of the roots. Therefore, all the information 
about the algebra is in the roots , which is how we shall find all possible 
semisimple Lie algebras. 

We shall determine the Naf3 as a special case from the Naµ where 
µ is the weight vector, a vector in the r-dimensional root space with 
components µJ . It labels states Iµ) in a representation of the algebra. So 
let us look at representations of the algebra. 

Representations 

Since the HJ are commuting hermitian operators they can be represented 
simultaneously by diagonal matrices 

(16.16) 

where Iµ) is an eigenstate of HJ to the eigenvalue µJ. As is well known, 
eigenstates to different eigenvalues are orthogonal and without loss of 
generality we can normalize them: 

(16.17) 

The action of E±a on these states is to raise or lower the weight µ 
by a:: 

HjE±alµ)=([Hj,E±a]+E±aHJ)Iµ) 

=(µ±a)JE±alflJ (16.18) 
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and therefore 

E±a 1µ)=N±aµ1 µ±a)· (16.19) 

It should be clear that the Naf3 introduced earlier are a special case of 
Naµ because roots are in fact weights in the adjoint representation. 

To find N ±aµ we proceed as follows 

aj µj=\µlaj Hj lµ)=(µI [Ea ,E - a] Iµ) 

=\µIE~aE-alµ)-\µIE1Ealµ) 

= 1N- aµl2 -1Naµl2 · 

From (16.19) we have 

so that 

(16.20) 

(16.21) 

(16.22) 

In a finite-dimensional representation this raising and lowering of µby 
o: must eventually end. Thus, after applying Ea to Iµ) say (p+ l ) t imes 
we must get zero: 

similarly, after applying E_a to Iµ) say (q+l) times we get zero: 

(16.23) 

(16.24) 

(16.25) 

Setting in (16.22) µ equal to µ+pa, then µ+(p-l)a , etc., results in 
the following chain (where we have introduced the notation aj µJ=O:·µ): 
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INa:µ+(p-l)a 1

2
-Ü= O'.· (µ+pa) 

INa:µ+(p - 2)a 1

2
-INaµ +(p- l)a 1

2 
=O'.· (µ+(p-l )a) 

IN aµ 1
2

-INa¡.¿+a: 1
2 

=O'.· (µ+a) 

INaµ-al
2
-INaµl

2=0'.·µ 

INaµ-qa l2-INaµ - (q- 1Jal
2 
=O'.·(µ-( q-l )a) 

O-INaµ - qal 2 
=O'.· (µ-qa ). 

Adding all these equations yields 

p 

Ü= L a·(µ+ka)=(p+q+l)(a·µ+a·a9)· 
k=-q 

(16.26) 

(16.27) 

Since p and q are, by construction non-negative integers we arrive at the 
important result 

2a· µ/ O'.•O'.=q-p=integer, (16.28) 

while the recursion for the N .. yields 

IN aµ l2=pa· (µ+P~l a)=p( q+ 1 )a·a/2. (16.29) 

It follows from (16.29), among other things, that 

(16.30) 

that is the Cartan metric restricted to the Cartan subalgebra is positive 
definite and the r-dimensional vector space of the roots and weights is 
Euclidean, therefore without loss of generality we can take 

(16.31) 

and no distinction need be made between covariant and contravariant 
components of root and weight vectors. 
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Equation (16.28) has the following important consequence. We have 
the string of weights 

µ +ka, -q5:k5:p (16.32) 

and µ-( q+ 1) a, µ+ (p+ 1) a are not weights. For a weight v we define 
( v) w a to be the reflection of v through a hyperplane orthogonal to the 
root a: 

Then, 

(v) wa=V-2av•a/ a·a. 

(µ+ka )wa=µ+ ka-2a· (µ+ka )/ a·a 

=µ+ (p-q-k)a 

(16.33) 

(16.34) 

andas k takes values between -q and p so does (p-q-k). Thus, we have 
the important result: if v is a weight and a is a root then (v)wa is 
also a weight. The hyperplanes orthogonal to the roots are called Weyl 
hyperplanes, the reflections in these planes are called Weyl refiections, and 
the totality of these reflections and their products forma group called the 
Weyl group. 

All of our results about weights are also true if we replace everywhere a 
weight by a root because, as noted befare, roots are weights in the adjoint 
representation. In particular, we have the analog of (16.28) 

2a · (3 / a·a=q-p=integer. (16 .35) 

Next, we introduce an ordering of the weights. We call a weight 
positive if its first non-zero component starting from the left is positive, 
we call a weight negative if its first non-zero component is negative and 
we call it zero if all the components are zero. Obviously every weight is 
either positive, negative or zero and this definition provides an ( arbitrary) 
splitting of the space of non-zero weights in two. 

Then, weights can be compared: 

µ > v (16 .36) 

if µ-v is positive. Therefore, in a representation we must have a state of 
highest weight, whose weight vector will be denoted by h. If then we use 
r..p to denote sorne positive root we can conclude from our master formula 
that 
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2h· rp / rp · <.p=q=non-negative integer (16.37) 

because p=O, because h + <.p is not a weight, because h is highest and rp 
is positive. 

Even better, we have 

2h·a(i) / a_(i).a_(i)=qi=non-negative integer, (16.38) 

(no sum over i) where the a_(i) are simple roots, which we now proceed 
to define. 

We would like to find a set of r roots that could serve as a basis in the 
r-dimensional space. We know that the number of roots is d-r, which 
is generally much larger than r. We know that we can split the space of 
roots in two: a half that are positive and a half that are negative- but 
even ( d-r) /2, the number of positive roots, is generally larger than r. 

We define a simple root as a positive root that cannot be expressed 
as an arithmetic sum of two positive roots. What we mean is this: suppose 
rp 1 and <.p2 are positive roots and <.p is a root such that <.p=rp1 +<.p2 . Then 
rp is a positive root but not a simple root. On the other hand, if a is a 
simple root then a=/=<.p 1 +<.p2 . 

It then follows after a little thought that 

1) Every positive root <.p is expressible in the form 

r 

rp= L k8 CT(s), (16.39) 
s = l 

where the o:(s) are simple roots and the ks are non-negative integers. 
Recall that the roots are r-dimensional vectors and we use the superscript 
to distinguish different vectors (thus a)s) is the jth component of the sth 
simple root). 

It is an immediate corollary that every negative root is similarly 
expressible in terms of simple roots with coefficients that are non-positive 
integers. 

2) An expression of the form 

(16.40) 
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is not a root except if all the Xs are 11011-11egative integers or no11-positive 
integers. Thus, 

o: (ll +o:(2) /2 is not a root, 

0: (1l+vf:30: (2J is not a root, 

o:(l ) +0:(2)-0:(3) is 110t a root, etc. 

3) Lastly, we comment on the fact that the 11umber of differe11t simple 
roots is r. Clearly we want them to be linearly indepe11dent, hence their 
number cannot exceed r. But suppose that their number were less than 
r. Then we could arrange our basis so that, say, the first component of 
all o: vanished meaning 

[H1 , Ecp]=O for all roots r.p. (16.41) 

Now of course [H1 , HJ]=O for all j and so we find that H 1 commutes 
with all the generators and forms an invariant (Abelian) subalgebra in 
violation of the requirement of the algebra being semisimple. Thus, the 
simple roots form a basis. 

We now go back a11d note that the r integers qi defined by (16.38) carry 
the same information as the highest weight because h is an r-dimensional 
vector and the qi specify the projection of 2h onto the o:(i) that are a 
basis in this r-dimensional space. 

To get a better understanding of what this means define a set of weight 
vectors µ (j), 1 ::=;j:::; r, by the relatio11 

2µ (j) ·O: (i) / o: (i) ·O: (i)=Óji' (16.42) 

i.e. µ U) is the highest weight of sorne representation for which a11 qi are 
zero except when i=j for which qJ=l. These representations, r in number , 
are called fundamental representation and the µ U) are called fun­
damental weight . The relation (16.42) suggests that the fundamental 
weights are dual to simple roots and just as the simple roots span the 
space of roots the fundamental weights span the space of highest weights. 
I11deed, it follows from (16.38) and (16.42) that any highest weight h can 
be written in terms of the fundamental weights as 

(16.43) 

In words: any highest weight can be expressed as the sum of fundamental 
weights with non-negative integer coefficients~and this statement is the 
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dual of: any positive root can be expressed as the sum of simple roots 
with non-negative integer coeffi.cients. There are similar dual statements 
about other properties of simple roots and fundamental weights. 

Equation (16.43) suggests an algorithm for obtaining all possible 
irreducible representations for an algebra for which a set of simple roots 
is known by forming all possible h as follows: find all the fundamental 
weights using (16.42). Form the representation Fí by assigning to it as 
its highest weight the weight µ U). Then, construct the tensor product 

(16.44) 
q" 

- the state of highest weight in that product will have weight h=qí µ U) 
as desired. 

Throughout we have been assuming that the representation is deter­
mined by the state of highest weight and that indeed is the case as all the 
states in the representation are, by definition, the states obtained from the 
highest weight state by repeated application of generators corresponding 
to all possible negative roots. 

Application to su(2) 
We illustrate all of this formalism on the example of su(2). We recall (4.5) 
from Chapter 4 

(16.45) 

The Cartan subalgebra consists of the single generator J3 , so the rank is 
one. We have a single simple root with a single component a 3=1 and a 
single negative root -a3=-l. These two roots are Weyl refiections of each 
other across a line orthogonal to them. The non-zero structure constants 
and the Cartan metric are 

C3± ±=±1, C+-3=2, 933=2, 9+-=9-+=4. 

The inverse of 933 is 933=1 /2 so that 

a 3a 3=933a3a3=l/2 

and we have the expected relation 

a 3a 3+(-a3)(-a3)=l=rank. 

(16.46) 

(16.47) 

(16.48) 
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There is a single fundamental representation with highest weight µ 3 

and it follows from the definition 

(16.49) 

that 

(16.50) 

The "one" on the right-hand-side of (16.49) means that we can subtrnct 
a 3 from µ 3 once, but not twice, and get a valid weight. Since a 3 is the only 
simple root the fundamental representation is two-dimensional, consisting 
of the two states 11/2) and J_ll/2)rvl-l/2). 

To get an arbitrnry highest weight h, here called j, we take the highest 
weight in the n-fold tensoring of the fundamental representation: 

j=n/2, n=0,1,2,3, .... (16.51) 

Applying (J_)k to this state lj) produces a state of weight j - k. Because 
applying J _ to the highest weight state in the fundamental representation 
more than once gives zero it follows that in the representation with highest 
weight j applying J _ n+ 1 times produces zero, i.e. the state of lowest 
weight has weight j-n=-j and the dimension of the representation is 
2j +l. In particular, the adjoint representation corresponds to j =l. 

Explicitly, denoting by lm) the states in the representation specified 
by j, we have 

sin ce 

J3lm)=mlm), J±lm)=N±a3 mlm±l) 

INa3 ml 2 =p(q+ 1 )a3a3/2=(j-m) (j+m+ 1) 

m+pa3=j, m-(q+l)a3=-(j+l) 

and we recognize all of the results of Chapter 4. 

(16.52) 

(16.53) 

Lastly, we note that by rescaling the generntors J3--+Jf =J3 / y'2,J±--+ 
J~=J±/2 we can make all non-zero elements of the Cartan metric equal 
to unity (and a~=a'3 =1/y'2). 



17 
Cartan classification of semisimple 
algebras 

We look again at the master formula 

2µ·n / n·n=q-p, (17.1) 

where q is the number of times we can subtract n from µ and still get a 
weight , p is the number of times we can add n to µ and still get a weight. 
Setting µ ={3, a root , we have 

2f3·n/ n·n=m. (17.2) 

Of course we also have 

2n·f3/ f3·f3=n, (17.3) 

where m and n are integers , positive, negative or zero. 
Therefore, 

n/m=n·n/ f3·{3 (17.4) 

and 

nm=4(n·f3) 2 
/ n·nf3·f3=4cos2v, (17.5) 

where v is the angle between n and {3. Here, we use the fact that our 
r-dimensional space is Euclidean so the dot product can be expressed in 
terms of cosines. 

Since O::;cos2v::;l it follows that the number of allowed values for m 
and n, and therefore for v, is quite limited. We can make the following 
table. 
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Table 1 7 .1 Allowed angles 

m n cos'!9 '19 

o o o 90º 

1 1 lf 60º 

-1 -1 -lf 120º 

2 1 VI 45º 

-2 -1 -VI 135º 

3 1 lf 30º 

-3 - 1 -1! 150º 

2 2 1 Oº 
-2 -2 - 1 180º 

We rewrite (17.5) to incorporate these results: 

a·,B=±~yn a/3, n=0,1,2 ,3,4, (17.6) 

(where we write a 2 for a·a, etc.) and if O' and T stand for distinct simple 
roots we have the stronger statement 

O'•T=-~yn IJT, n=0,1,2,3. (17. 7) 

The dot product for simple roots being negative is due to the q in the 
corresponding (17. l) being zero. If q were not zero p=O'-T would be 
a root, posit ive or negative; if positive then we can write O' = p+ r , if 
negative then we can write T = O'+(- p ), in either case we have a simple 
root given as a sum of positive roots in violation of the definition of simple 
roots. 

These remarkable results mean that we can draw in our r-dimensional 
Euclidean space a root diagram ( = weight diagram for the adjoint rep­
resentation) in a very limited number of ways leading to a complete 
classification of all possible semisimple Lie algebras. 

Rank 1 

The root space is one-dimensional, we have one generator H in the Cartan 
subalgebra, one raising generator E_, one lowering generator E_=Et, one 
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simple root O"+· The commutation relations are 

[H, E+]=~E+, [H, E_]=- ~E_, [E+, E_]=H, 

where the root O"+=~ because [see (16.15)] 

O"+ü++ü_O"_=rank=l and (}_=-O"+· 

The root diagram that contains all this information is 

weight 

generator E_ 

o 

H 

1 
,/2 ... 

(17.8) 

(17.9) 

We remark that any root a provides such a triplet. To see that put in 
the master formula (17.1) µ=a and find 

2=q-p. (17.10) 

Now, p must be zero since if it were not then 2a would be a root but 

(17.11) 

therefore q=2 and 

a, a-a=O, a-2a=-a (17.12) 

is a complete chain of roots. 
In Cartan's classification this algebra is A1 =B1 =01 and we recognize 

it as su(2)~so(3)'.:::'sp(2). 

Rank 2 

We have two simple roots that we shall call cr and T. For distinct simple 
roots (17.1) becomes 

(17.13) 

a) We start with the case when the angle between the two simple 
roots is 90º and pp'=O so that the sum of the roots is nota root. Thus, we 
have an algebra of dimension six: the two simple roots, their negatives, 
and two zero roots. The root diagram is simply two rank one diagrams 
at right angles to each other. There is no connection between the two 
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simple roots, so in fact the diagram can be separated into two disjoint 
parts. This algebra is called D2 in Cartan's classification and we have 
D2=A1 EBA 1~we recognize so( 4). 

b) Next, let the angle between the simple roots be 120º and p=p'=l. 
That means that we have the roots 

± a , ± r , ±(a+r ), (17.14) 

all of the same length and the dimension of the algebra is eight. 
From (16.43) we have for the fundamental weight µ (l) the definition 

2µ(1 ) ·O"/ 0"2=1, 2µ (l) ·T /T2=Ü (17.15) 

with the solution 

(17.16) 

Other weights in this fundamental representation are µ (ll_ a =(T-a)/3 
and µ (ll-a - r =-(a +2r )/3, thus this representation is 3-dimensional. 

The fundamental weight µ (2) and the corresponding representation are 
obtained by interchanging a and T. If we recall that su(3) is of rank two 
and dimension eight, and that its defining representation (as well as its 
conjugate) is 3-dimensional we see that this algebra, which Cartan calls 
A 2 , is su(3) . 

Fig. 17.1 Root diagram for A2 

e) Next, let the angle between t he simple roots be 135º and p=l, p'=2. 
Let a be the short root and T the long root: T 2=20"2 . That means that 
we have the roots 

± a , ± T , ±(a+T) , ±(2a+T) (17.17) 

and this algebra is ten-dimensional. The fundamental weights are 
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(17.18) 

the representation corresponding to µ(ll is 5-dimensional, that corre­
sponding to µ(2

) is 4-dimensional. If we recall that so(5) is of rank two 
and dimension ten, that its defining representation is 5-dimensional and 
its spinor representation is 4-dimensional we see that this algebra, which 
Cartan calls B 2 , is so(5). It is also C2, which we call sp(4). 

T 2a+T 

Fig. 17.2 Root diagram far B2=C2 

d) Lastly, let the angle be 150º and p=l, p'=3. Let O' be the short 
root and T the long root: T

2 =3o-2
. We have six short roots: ±O', ±(O'+T), 

±(20'+T) , and six long roots: ±T, ±(30'+T), ±(30'+2T) and this algebra 
is 14-dimensional. The fundamental weights are 

(17.19) 

The representation corresponding to µ(ll is 7-dimensional, that corre­
sponding to µ(2) is 14-dimensional. Cartan called this algebra G2 , it does 
not correspond to any of the classical algebras and is one of the so-called 
exceptional algebras. 

Adding the lengths squared of all roots gives 2 (the rank), therefore 
the length squared of the D 2 roots is 1/2, of the A2 roots is 1/3, of the 
short B 2 roots is 1/6 and of the short G2 roots is 1/12. 

Rank n 

We have been using as a basis in root space the simple roots, which are, 
in general, not orthogonal. For the purpose of generalizing from rank 
two to rank n it turns out to be convenient to introduce an orthogonal 
basis. 

a) The An=su(n+l) series. 
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3a+2r 

T a+r 2a+r 30+T 

Fig. 17.3 Root diagram far G2 

Although the root space of An is n-dimensional the description in 
terms of n+ 1 dimensions is more transparent. Essentially this is because 
u( n+ 1) is of rank n+ 1 and dealing with u( n+ 1) , and then restricting it 
to su ( n+ 1), is more transparent than dealing wi th su ( n+ 1) directly. 

As a first step we rewrite the A2 results in terms of e 1, e2 and e3, a 
set of orthogonal vectors such that 

in terms of which the simple roots of A2 are given by 

It follows that all the roots of A2 are given by 

and the simple roots can be restated as 

The two fundamental weights are 

µ(ll=e 1 -~( e1 +e2+e3), 

µ (2)= e 1 +e2-~ ( e1 +e2+e3), 

(17.20) 

(17.21) 

(17.22) 

(17.23) 

(17.24) 
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which can be restated as 

(17.25) 

where 

s 

Ws= Lek, l:s;s:s;3. (17.26) 
k= l 

Although the ej, l::=;j:s;3, span a 3-dimensional space, all the roots and 
weights above live in the 2-dimensional space orthogonal to w 3=e 1 +e2+ 
e3. 

This suggests that we define the An algebra by the following general­
ization 

all roots: 

ej' ek=ÓJk/2(n+ 1) , l:s;j ,k:s;n+l , (17.27) 

eJ-ek , l:s;j=/=k :s;n+l , (17.28) 

simple roots: eJ-eJ+1 , l:s;j::=;n , (17.29) 

fundamental weights: µUl=wj- nii Wn+i, l:s;j::=;n, (17.30) 
s 

W8 = L: ek, l::=;s:s;n+l, 
k= l 

(17.31) 

and while the ej, l:s;j:s;n+l, span an (n+l)-dimensional space the roots 
and weights live in the n-dimensional space orthogonal to Wn+i· It is 
straightforward but tedious to show that the roots (17.28) obey (17.6) 
and are closed under the Weyl group. 

b) The Bn=so(2n+l) series. 

The B2=C2 can be generalized in two different ways, giving rise to the 
Bn and Cn series that are different for n larger than two. To obtain the 
Bn series we rewrite the B2=C2 results in terms of two orthogonal vectors 
e1 and e 2 that satisfy 

(17.32) 

in terms of which the simple roots of B2=C2 are given by 

(17.33) 



146 Lie Groups and Lie Algebras: A Physicist's Perspective 

all the roots of B 2=C2 are given by 

ej- ek, ±( ej+ ek), 1 S.J#kS2, ± ej, 1 Sj S2, 

and the fundamental weights of B2 =C2 are given by 

µCll=e 1, µ( 2)=( e1 +e2)/2. 

(17.34) 

(17.35) 

Guided by these expressions we generalize to obtain the Bn series of 
algebras as follows: 

simple roots: 

all roots: 

en , ej-ej+l , lSjSn-l, 

ej-ek,, ±(ej+ek), lSj#kSn, 

±ej, lSjSn, 

fundamental weights: µU l= wj, l SjSn-l, µ(n)=wn/2. 

e) The Cn=sp(2n) series. 

(17.36) 

(17.37) 

(17.38) 

(17.39) 

The other way to generalize B2=C2 is to introduce e 1 and e 2 that 
satisfy 

er ek=ÓJk/12, lSj,kS2, 

and write the B2 =C2 simple roots as 

(17.40) 

(17.41) 

In terms of the root diagram, Fig. 17.2, the present assignment amounts 
to a rotation of the diagram by 45º. 

All the roots of B2=C2 are now given by 

ej-ek , lSj=J:k S2, 

±(ej+ek), lSj#kS2 , 

±2ej, 1S.JS2, 

and the fundamental weights of B2 =C2 are now given by 

µ( 1)=e1, µ( 2)=( e1 +e2) , 

where we have exchanged the superscripts (1) and (2). 

(17.42) 

(17.43) 
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We now generalize these expressions to obtain the Cn series: 

erek=6Jk/4(n+ l ), l'Sj ,k'Sn, (17.44) 

simple roots: 

all roots: 

2en, ej-ej+l, l'Sj'Sn-1 , 

eJ-ek,, ±(eJ+ ek) , l 'Sj=/=k Sn, 

±ej, l'Sj'Sn, 

fundamental weights: µ U)= Wj, l'Sj'Sn-1, µ (n)= Wn· 

d) The Dn=so(2n) series. 

We introduce e 1 and e 2 satisfying 

er ek=óp,) 4, l'Sj,k'S2, 

in terms of which the simple roots are given by 

all roots are gi ven by 

eJ-eki l 'Sj,kS2, 

±( eJ+ek) , l'Sj=/=kS2, 

and fundamental weights are given by 

We now generalize these expressions to obtain the Dn series: 

simple roots: 

all roots: 

fundamental weights: 

en-1 +en, ej-ej+1, 1 'S j 'Sn -1 

eJ-ek , l'Sj,k'Sn, 

±( eJ+ek), l 'Sj=/=k'Sn, 

µ (j)= W 1 <J'<n-2 
Jl - - ' 

µ (±)=( Wn-i±en)/2. 

e) Generalization of G2. 

(17.45) 

(17.46) 

(17.47) 

(17.48) 

(17.49) 

(17.50) 

(17.51) 

(17.52) 

(17.53) 

(17.54) 

(17.55) 
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Guided by the An, En ,Cn and Dn cases we attempt to generalize G2. 
We recall that the two simple roots of G2 satisfy 

T
2=3o-2= 1/4, 20"•T=-3o-2. 

We attempt to obtain G3 by adding a simple root pin the form 

p=aO"+br+ e , 

(17.56) 

(17.57) 

where a, b and e are arbitrary except that e is non-zero and orthogonal 
to O" and T to ensure that p , O" and T are linearly independent: 

C·O"=C·T=Ü, cyt Ü. 

We have from (17.7) 

p·O"=aa-2 +bO"·T= (a-3b/2)a-2=-~fol po-, 

p·T=aO"·T+bT2 =3(b-a/2)o-2=-~ViG pT, 

so that 

Therefore, 

ao-=-(2y1nl +~)p 

bo-=-(Jri:J. +2/n2/3)p. 

p2=p·(aO"+br+ c)=-~fol po-a- ~VfG pTb+c2 

=(ni +J3nin2+n2)p2+c2 

and since p2> 0,c2>0 we conclude that we must have 

l >ni +J3nin2+n2. 

(17.58) 

(17.59) 

(17.60) 

(17.61) 

Since ni and n2 must take values from the set (O , 1, 2, 3) the only option 
is ni =n2=0, i. e. our additional simple root p is orthogonal to O" and T 

and our attempt at G3 resulted in G2E8Ai. 

f) In fact, Cartan showed that the only algebras possible are the 
classical ones- the infinite series An, En, Cn, Dn- and five exceptional 
algebras: G2 , F4 and E6 , E7 and E8 We shall establish this result in the 
next chapter by making use of Dynkin diagrams. To finish this chapter 
we describe F4 and the En series. 
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The simple roots of F4 are 

all roots: 24 of the form 

16 of the form 

8 of the form 

±ei±e1, lsi<js4, 

±e1±e2±e3±e4, 

±2ei, 

(17.62) 

(17.63) 

for a total of 48 non-zero roots. So the dimension of F4 is 52. There are 
24 short roots and 24 long roots, therefore 

(17.64) 

The fundamental weights are 

(17.65) 

and the dimension of the smallest representation is 26. 
The En series is actually defined for 3sns8 but for 3sns5 the En are 

isomorphic to certain classical groups, as we will make clear in the next 
chapter. 

The simple roots of En are 

aCl l =-~( f: e1+V9=n e1), 
j = 2 

a(
2l=e2+ e3, (17.66) 

a(jl=-e1- 1+e1, 3sjsns8, 

all roots: 2(n-l)(n-2) of the form ±ei±e1, 2si"=/:jsn, 

2n- l of the form (17.67) 
even nttmber of + signs 

Further, E 7 has the additional two roots ±y/2e 7 , and E8 has the addi­
tional 28 roots ±e1±e1,lsjs7. 

It follows that the dimensions of the En and the normalizations of the 
eJ are as given in Table 17.2. 
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Table 17.2 Dimensions of En 

n dim of En norm of eJ 

3 11 
4 24 10- 1¡2 

5 45 1/4 
6 78 24- 1/2 

7 133 1/6 
8 248 60- 1/2 

We do not list the norm for n=3 because, as we shall see in the next 
chapter, E3~A1 EBA2 and so has roots of different length. 

We saw in Chapter 10 that G2 is a subgroup of 80(7). We show this 
here by considering the respective root spaces. The root space of 80(7) 
is three-dimensional with simple roots [see (17.36) and (17.37)] e 3 , e1-
e2, e 2- e 3 , ej' ek=ó¡¡,)10. The long roots lie in a plane perpendicular 
to e 1 +e2+e3 . The projection of the short root e 3 onto that plane is 
(2e3- e 1- e 2)/3. Thus, the simple roots in this planeare u =(2ere1- e 2)/ 3 
and r =eTe3 since the third root e 1- e 2 is equal to - (3u+2r) and so is 
not simple. An easy calculation shows that 2u·r=-J3cJT, that is these 
are the simple roots of G2. Thus, the projection of the 3-dimensional root 
space of 80(7) onto the 2-dimensional plane orthogonal to e1+e2+ e 3 

yields the root space of G2. 
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Dynkin diagrams 

It should be clear that all the information about an algebra is encoded in 
the simple roots. Cartan collected all that information into the so-called 
Cartan matrix, whose matrix elements are 

(18.1) 

where the O' (k) are simple roots. The diagonal elements of the Cartan 
matrix equal 2, the off-diagonal elements, known as the Cartan integers , 
equal O, - 1, -2, or -3. It can be shown that because the root space is 
Euclidean the determinant of the Cartan matrix is positive and that in 
turn means that only certain choices of sets of simple roots are allowed, 
namely those corresponding to the algebras in the preceding chapter. We 
shall not prove this but instead consider certain diagrams invented by 
Dynkin when he was 19 years old and will prove that the only allowed 
diagrams are those corresponding to the algebras in the preceding chapter. 
The proof, again, depends on the root space being Euclidean. 

Let u i be a unit vector in the direction of the simple root O' (i) : 

U i = O' (i) j O"(i)' 

so that our magic formula reads for i=/- j 

Ui •Uj=-~, p=0,1,2,3. 

Now construct the Dynkin diagram as follows 

1) Represent each unit vector u i by a circle. O 

(18.2) 

(18.3) 

2) Connect the circles corresponding to u i and u J by p lines with p 
given above; i. e. with no lines if u i and u J are at 90º, with one line 
if at 120º, with two lines if at 135º, with three lines if at 150º. 

3) Indicate the relative length of the simple roots in sorne fashion. 

Thus, for rank one we have a Dynkin diagram consisting of a single 
circle representing A1 . 
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For rank two we have 

e H ) CID CID 
G2 B2 = C2 

the relative length of roots being indicated by coloring the short root 
grey. 

The algebra D2 is the direct sum of two A1 algebras. For the cor­
responding groups S0(4)~SU(2)®SU(2), that is S0(4) is the direct 
product of two SU(2) groups. In general, then, if a Dynkin diagram 
contains disconnected pieces we are dealing with a semisimple algebra 
corresponding to a direct sum of simple algebras. This is because, by 
construction , all the roots in one of the disconnected parts are orthogonal 
to all the roots in the other disconnected part ( every generator in one 
part commutes with every generator in the other part). In what follows 
we consider mainly diagrams that are connected corresponding to simple 
algebras. 

We start by stating three features that a Dynkin diagram must satisfy: 

A) There are no loops. Example: V not allowed. 

B) No more than three lines can emanate from a circle. () 9 o 
Example: O not allowed 

C) A set of circles u i connected to one another by a single line can be 
shrunk to a single circle u. The result is an allowed diagram if the 
original is allowed ( and the original is not allowed if the result is not 
allowed). 

We shall prove these properties shortly but first let us look at the 
consequences. By property B we can have at most three lines attached to 
a circle, which clearly can only be done in the following three ways: 

CF3) 
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The first of these is G2 and it cannot be attached to another circle 
because then there would be four lines emanating from a circle. Thus, 
three lines connecting two circles occur only for G2 and we can forget 
about it from now on (this immediately explains why G2 did not gener­
alize to higher rank, in contrast to A2 or B2 ). 

Now what about the other two diagrams above? Can we use them 
twice in a larger diagram? The answer is no, beca use they would have 
to be connected by a chain of circles connected by single lines, which 
could be shrunk away and again we would have a circle with four lines 
emanating from it. 

Thus, we conclude that the only allowed Dynkin diagrams, in addition 
to the one for G2 , are 

0--0------0- - - - - - 0--0 
ul 2 u u3 un- 1 un 

0--0 - - - - - o:==D--0- - - -

wi 

O--O(B,C,F) 

vl 

(D, E) 

For the (B,C,F) diagram we shall now prove that the only allowed 
values for p,q are: q=l,p arbitrary; p=l ,q arbitrary; and p=q=2. Define 

p 

u=l.:,kuk, 
k= l. 

q 

v=l.:,lv1 

l= l 

(18.4) 
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so that 

p p-1 

u·u= Lk2 u k. u k+2 Lk(k+ l )u k.uk+l 
k=l k=l 

p p-1 

= ¿k2
- I:k(k+1)=p(p+1)/2 (18.5) 

k=l k=l 

and 

(18.6) 

We now use Schwartz's inequality (remember: Euclidean geometry) 

( U·V )2 <( U·u )( V·V ), 

i.e. 

p2q2/2 <p(p+1)q(q+1) / 4. (18. 7) 

Since by construction p and q are non-zero we can rewrite above as 

2<(1+l )(1+l ). 
p q (18 .8) 

Suppose q=l , then we must have 1 ::; 1 +~, which is true for arbitrary p2'.l. 
The same result holds with p and q interchanged. Next suppose that q> 1 
and p> l , then (18.8) is valid only for p=q=2. The corresponding Dynkin 
diagrams are 

ü---0----0- - - - - C~)-~() Bp+1=so(2(p+l)+l) 
u l u 2 u P vl 

C'"""")-~0>------<0 - - - - 0--0 Cp+1=sp(2(p+l)) 
u l v P v P- 1 v 2 vl 

ul u 2 v 2 vl 

Lastly, consider the (D ,E) diagram. Here, we will show that allowed 
values of p, q, r, in that diagramare (assuming without loss of generality 
p2'. q2'.r) as shown in Table 18. 1. 
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Table 18.1 Allowed values of p , q and r 

p q r algebra 

arbitrary 2 2 D series 
3 3 2 E5 
4 3 2 E1 
5 3 2 Es 

Define 

so that 

p-1 

u=L,kuk , 
k= l 

q- 1 

v=L,lvz, 
Z=l 

r-1 

w =L,sw8
, 

s=l 

U·U=p(p-1)/2, V·V=q(q- 1) /2, W·W=r(r-1)/2 

and by construction the smallest non-trivial value of p, q, r, is 2. 
The unit vector x , from which emanate three lines, satisfies 

and 

X·X=l , 

X·U=(p - 1) X·Up- l=-(p-1)/2, 

x·v=(q-l)x ·vq- 1=-(q-1)/2, 

x·w=(r-l)x·wr- 1=-(r-1)/2 

COS (X , U)= (X· U) j (X· X) (U· U)= - - 1- - . 2 2 (p-1)
2
/4 1 ( 1) 

p(p-1)/2 2 p 

(18 .9) 

(18.10) 

(18.11) 

(18.12) 

Since x , u , v, w are linearly independent and x is a unit vector the sum 
of squares of direction cosines of x along the directions u, v , w is less 
than 1: 

(18.13) 

This Diophantine inequality has the following solutions: clearly if p= 
q=r=3 the inequality is violated and larger values for p=q=r only make 
matters worse. Since p?_q?_r?_2 it follows that for any solution to exist 
we must have r=2 and (18.13) becomes 

(18.14) 
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with solutions given by Table 18.1. The corresponding Dynkin diagrams 
are 

()--()------o---1: Dp+l= so(2(p+l)) 
ul u 2 ur2 url vl 

u 4 u2 ul 
Es 

We have renamed the roots in Es to correspond to the naming of the 
simple roots of Es in (17.66) . Then the diagram for E7 results by omitting 
the leftmost root in Es, t he diagram for E6 results by omitting the 
leftmost root in E 7 Continuing in this vein we get 

o 

0---0 
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We have hinted before that the E5,4,3 are not new. Indeed, as we look 
at these Dynkin diagrams and as is confirmed by the dimensions as given 
in Table 17.2 we have 

(18.15) 

It is noteworthy that this sequence mirrors almost exactly the algebras 
used in particle physics as the Standard Model U(l)0 SU(2)0 SU(3), its 
grand unification SU ( 5), and later Spin( 10). It suggests that particle 
physics might ultimately be described by E8 , an algebra that is somewhat 
unique by being the largest exceptional algebra. 

The ADE algebras are collectively referred to as simply laced, mean­
ing that all the roots are of the same length, all the lines in the Dynkin 
diagramare single. The A-D-E classification arises in a remarkable variety 
of situations: 

l. Weyl groups with roots of equal length; 
2. finite groups generated by refiections; 
3. the platonic solids; 
4. representations of quivers ; 
5. singularities of algebraic hypersurfaces with a definite intersection 

form; 
6. critical points of functions having no moduli. 

This completes the classification of all simple algebras using the 
Dynkin method except that we need to prove the three features of 
Dynkin diagrams stated earlier. 

A) There are no loops. 

Suppose that the Dynkin diagram consists of a polygon with k vertices. 
La bel the circle at each vertex by u i, a unit vector in the direction of a 
simple root. Construct u = u 1+u2+ u 3+. .. +uk. Since the simple roots 
are linearly independent, u -=f. O. Therefore, 

k k k k 

0<u ·u =(2:ui) ·(2:ui)= L u i.ui+2¿ui.ui+1 (18. 16) 
i= l i=l i=l i= l 

(where u k+ 1= u 1 ) . If the neighboring roots are connected by a single 
line 2ui.ui+1=-1 and the right-hand side of (18.16) is zero, if sorne 
neighbors are connected by more than one line the right-hand side of 
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(18.16) is negative- either way the inequality is violated and this proves 
that loops are not allowed. 

B) No more than three lines can emanate from a circle. 

To prove this feature we need the following result first. Suppose that 
v 1 , v 2 , ... forman orthonormal system 

(18.17) 

Let u be a unit vector. Then u·vi is the direction cosine of u along v i 
and 

(18.18) 

and for the equality to hold must have u = L:vi, i.e. u and the vi must 
be linearly dependent. 

N ow, consider a Dynkin diagram and denote by u the root corre­
sponding to a particular circle, by v i all the roots that are connected 
to u. All the v i are unit vectors by construction and they are never 
connected to each other because loops are not allowed- hence the v i 
form an orthonormal set and we have 

(18.19) 

where the Pi indicate the number of lines between u and v i, hence 
we get 

l:Pi<4 (18.20) 

for u and v i linearly independent. 

C) A set of circles u i connected to one another by a single line can 
be shrunk to a single circle u . The result is an allowed diagram if the 
original is allowed ( and the original is not allowed if the result is not 
allowed). 

As an example, consider the diagram 
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- - - - - - -c~>-~o 
V u2 u3 uk w 

t 

and define 

(18.21) 

Then, 

k k-1 

u·u= ¿ui· ui+22.:ui·ui+1=k-(k-l)=l, (18.22) 
i=l i=l 

k k k 

'"". 1 '"" 1 '"" k V·U=V·LUi=V·U 't·u=t·LUi=t·u 'W·U=W·LUi=W·U ' (18.23) 
i=l i=l i=l 

so we see that the original diagram is not allowed because the shrunk 
diagram below involves the same data (for unshrunk roots) and is not 
allowed 

V U W 

ol-------{~~----,--..o 

Since all the information about the algebra is encoded in the Dynkin 
diagram two algebras with the same diagram must be isomorphic. In 
addition to A1=B1=C1 , B 2=C2 , D2=A1 EBA1 , as well as the isomorphisms 
involving E 3,4,5 , we have D3=A3. 

In previous chapters we have discussed automorphisms of the so(n) 
and su(n) algebras. If a Dynkin diagram can be mapped into itself in a 
way that preserves the inner products of the simple roots we will obtain 
an automorphism of the algebra. This happens if the diagram has sorne 
symmetries. It is fairly obvious that the non-simply laced diagrams (i.e. 
Bn , Cn, F4 and G2 ) have no symmetries. The An diagram is symmetric 
u pon being flipped over, i.e. under the exchange of the ith and ( n+ 1-i)th 
circle. This corresponds to complex conjugation, as was discussed in the 
chapter on unitary groups. We noted there that this was not applicable 
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to SU(2) because of its ambivalence- of course the Dynkin diagram for 
SU(2) = A1 consists of a single circle and the symmetry under fiipping is 
empty of content in this case. The E6 diagram exhibits a similar symmetry 
under flipping. The Dn diagrams are symmetric under the exchange of 
the two circles in the fork. Those two circles describe semispinors and 
this automorphism corresponds to reflection. Finally, the D 4 diagram 
exhibits a symmetry of order three (all the previous ones are of order 
two) involving the exchange of any of its three legs that describe the two 
semispinors and the adjoint , all three representations being 8-dimensional 
and real, this automorphism is called triality. 

These symmetries of the Dynkin diagrams lead to a phenomenon called 
folding. We start with D4 and draw its Dynkin diagram in the suggestive 
way 

The three roots on the right are permuted under the automorphism of 
this diagram. The folding consists of summing them into a new root 

giving rise to the Dynkin diagram 

and although the e 1 , e 2 and e 3 span a 3-dimensional space the two simple 
roots of G2 live in the 2-dimensional space orthogonal to e 1 +e 2+e 3 . 

The A2n - l diagram is symmetric under the exchange of roots O" (i) and 
0" (2n-i), 1::; i ::;n -1 , with the root O" (n) left alone. The folding consists of 
replacing the roots that go into each other by their sum and the resultant 
diagram is that of Bn- we show this below by folding A5 into B3 : 
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The Dn+l diagram is symmetric under the exchange of the two roots 
in the fork- replacing those two roots by their sum folds Dn+l into Cn 
as we demonstrate below by folding D5 into C4 : 

Finally, the automorphism of E6 makes it possible to fold E6 into F4 : 

Thus, all the non-simply laced algebras can be obtained from the 
simply laced ones by folding. 
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The Lorentz group 

Our interest in groups has to do among other things with the fact that 
there are certain symmetries in space-time and we can associate groups 
with them. What we have in mind here is the following: consider a non­
relativistic force problem with the force being a so-called central force- in 
such a problem there occurs a constant of the motion known as angular 
momentum, and the solution of the problem is considerably simplified 
once that is recognized. 

How does this relate to symmetry? If L denotes the angular momen­
tum operator then the fact that it is a constant of the motion means that 
it is invariant under translations in time. That means that it commutes 
with the generator of translations in time, which is the Hamiltonian H: 

[H, L]=O. (19.1) 

However, (19. 1) can equally well be read as the statement that H is 
left invariant under transformations generated by L that, of course, are 
rotations and, as everybody knows H for a central force problem is 
spherically symmetric. 

Thus, we arrive at our first and most elementary symmetry group of 
space-time, namely S0(3): rotations in the three-dimensional space of 
everyday life. This is a group that we have discussed before and it is 
well understood. Now we may ask this question: is there perhaps more 
symmetry to the equations of physics than just the rotational symmetry 
mentioned above? If so, we must look for a larger group that contains 
S0(3) as a subgroup. 

The Lorentz group 

We contemplate the generalization suggested by special relativity, namely 
what is called the Lorentz group. The theory of special relativity can be 
thought of as the statement that the laws of physics are invariant under 
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rotations in a four-dimensional space-time. Using Xµ, 1::;µ::;4, to denote 
the four coordinates x1 =x, x 2=y, x3=z, x4=ict (where e is the velocity 
of light, which we shall set equal to 1 from now on) we observe that the 
invariance of the quadratic form 

(19.2) 

is guaranteed for transformations generated by the six operators Mµv= 
- Mvµ corresponding to the orthogonal group in four dimensions. By 
convention when discussing special relativity lower case Greek letters 
denote indices that range from 1 to 4, lower case Latin letters denote 
indices that range from 1 to 3. Using an imaginary fourth coordinate 
for time to make Lorentz transformations look like rotations is due to 
Minkowski. We should note, however, that when we express the quadratic 
form in terms of the real variables x and x0=t rather than x4=ix0 we 
ha ve 

(19.3) 

which means that the Lorentz group is 0(3,1) [see (12.8)]. 
In particular, it follows that 0(3,1) transformations consist of four 

separate components: the transformations are proper if the determinant 
is + 1, improper if the determinant is - 1, they are orthochronous if 
they preserve the direction of time, non-orthochronous if they reverse 
the direction of t ime. It is the proper orthochronous component that is 
connected to the identity and so forms a group, which we denote by 
SOo(3,1) . 

The most crucial consequence of the indefinite metric is that the 
Lorentz group is non-compact. To see this, consider the six parameters 
that are needed to parameterize the Lorentz transformations. The gener­
ators Mu generate of course the subgroup S0(3)- a fine compact group 
that can be parameterized by the three Euler angles, resulting in a finite 
volume in parameter space. 

The three remaining generators MJ 4=-M4J=-iMoJ generate rota­
tions in the j4-plane. These are pure Lorentz transformations, the 
so-called boosts, which are transformations from one coordinate system 
to another , the two systems moving relative to each other with constant 
velocity in the jth direction, that is the remaining three parameters are 
the three components of the relative velocity. There is a clever way 
of expressing this as a rotation but because the j4-plane has a real 
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and an imaginary axis the angle of rotation is imaginary, trigonometric 
functions describing the transformations become hyperbolic and volume 
in parameter space becomes infinite. 

N ow all this has profound consequences. Consider the six generators 
of 50(3,1). If we write a group element as 

(19.4) 

the rJl,=-rkJ are three real parameters but the r 4j are, because of the 
Minkowski trick, three pure imaginary parameters. Therefore, the MJI.: 
are hermitian and the M4j are anti-hermitian in a unitary representation. 

We remind the reader that we have shown previously that for non­
compact groups unitary representations are infinite-dimensional, while 
finite-dimensional representations are non-unitary. So let's look at rep­
resentations of the Lorentz group. Starting from the realization of the 
generators as 

1\lfµv=-ix¡µOv] 

we get the commutation relations 

(19.5) 

(19.6) 

We take (19.6) as the definition of the Lorentz agebra whether the fllfµv 
are realized as in (19.5) or not. 

If we define the components of the angular momentum J and the 
boost N by 

JJ=~EjktMkt , Nj=iM4J 

then their commutation relations are 

[Jj, Jk]=iEjklJl, 

[Jj , Nk]=iEJk:tNz, 

[Nj, Nk]=-iE¡1,;1Jz, 

and in a unitary representation Jk and Nk are hermitian. 

(19. 7) 

(19.8) 

(19.9) 

(19 .10) 

We see that (19.8) idcntifies the components of J as the generators of 
the 50(3) subgroup, and (19.9) identifies N as a vector (tensor of rank 
one) with respect to the rotations generated by J. Equation (19.10) states 
that the components of N do not generate a subgroup and ultimately 
results in the Thomas precession phenomenon. We can also immediately 
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identify, recalling our discussion of orthogonal groups, the two Casimir 
operators of SO (3, 1) (here Ea.f3µv is the totally antisymmetric invariant 
tensor wi th E 1234=+1) 

F1 =~Nla.13Ma.13=J·J-N-N , (19.11) 

F2 = ~ Ea.f3µvMa./3 M µv=2iJ. N. ( 19 .12) 

(Manifestly these are invariant under the S0(3) subgroup as they are 
given by scalar products of three-vectors.) 

We can forma canonical basis in terms of the states ljm) discussed in 
Chapter 4: 

J·Jljm) =j(j+l)ljm), J3ljm)=mljm), 

-j~m~j, 2j=0,1,2, .... (19.13) 

Vve have included half-odd-integer values for j because we are actually 
considering representations not of S00 (3,1) but of its universal covering 
group, which is SL(2,C). In particular, this means that instead of the 
S0(3) subgroup of S0(3,1) we are dealing with its universal cover, namely 
SU(2). 

While we leave the demonstration that SL(2,C) is the universal cover of 
S00 (3,1) for later we explain now the need for it. In quantum mechanics 
one is dealing with so-called projective representations that are represen­
tations up to a phase. This means that we are free to choose phases to 
satisfy sorne other requirements such as continuity. It turns out that for 
semisimple Lie groups we are free to make such choices locally and these 
choices will be valid globally provided the group is simply connected. 
This is achieved (see end of Chapter 3) by going to the universal covering 
group. 

Now, it is clear that we are contemplating here the chain SL(2,C)t 
SU(2) and the question is: which representations of SU(2) are contained 
in a representation of SL(2,C). The answer, of course, involves the 
quadratic Casimirs F1,2 whose evaluation requires the knowledge of the 
matrix elements of J and N in the above basis. 

We know that for J the only non-vanishing matrix elements are 

(19.14) 

These relations exhaust the content of the commutation relations (9.8). 
The commutation relations (9.9) are the statement that Nis a tensor of 
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rank one so that we have from the Wigner-Eckart theorem (see Chapter 4) 
that 

(j'm'IN>- l.Jm)=(.j'm'l l>-,jm) (j'llNll.J), (19.15) 

where we denote the reduced matrix elements by (j'llNll.J). The Clebsch­
Gordan coefficient vanishes except when m'=m+>- and j'=j-l, j, or j+l. 
Thus, in contrast to J, N connects different irreducible representations 
of the SU(2) generated by J. In particular, starting from sorne j we can 
use N to obtain j-1, and then j-2, and so on. This procedure ends 
when we reach j=O or j=l/2. It can also end at sorne value to be called 
.Jo if 

Uo-1 llNll.Jo)=O. (19.16) 

Using N we can also raise the values of j, but while there is a minimum 
value of j there is no maximum value since a unitary representation is 
infinite-dimensional. The possible values of j 0 are, of course, O, 1/2, 1, 
3/2, .... Thus, an irreducible representation of SL(2,C) corresponding to 
j 0 equal to sorne integer (half-odd-integer) contains all integer (half-odd­
integer) values of j larger or equal to j 0 . 

So far, we have only used the fact that N is a tensor of rank one. It 
is in fact a particular tensor of rank one, namely it satisfies in addition 
the commutation relations (19.10), which can be used to determine the 
reduced matrix elements. We shall skip the details of that calculation and 
state the results: the Casimir operators can be written as 

(19.17) 

Recalling that F1=(J2- N 2)/2, F2=iJ·N, it follows that in a unitary 
representation F1 is real and F2 is pure imaginary or zero. Thus, we have 
the so-called principal series for which 

2j0=0,l,2, ... , -oo::;ip::;oo, (19 .18) 

and the complementary series for which 

(19.19) 

Here, F1 imposes no restrictions on the magnitude of p in the principal 
series, while in the complementary series that magnitude must not exceed 
one to ensure that F1 is negative since 
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(19.20) 

Why do we insist on unitary representations? Well, the operators Ji 
and Ni are so-called observables, meaning that any one ( or several, if 
they commute) can be (simultaneously) measured in an experiment and 
the result of a measurement is, on the one hand, an eigenvalue of the 
operator in question and, on the other hand, a real number. Thus, we 
require for observables operators whose eigenvalues are real. Hermitian 
operators have real eigenvalues and Ji and Ni are hermitian in a unitary 
representation. 

In contrast to Ji and Ni the wave function satisfying a relativistic 
wave equation is not an observable and so can be described by finite­
dimensional (non-unitary) representations of the SL(2,C) group. To con­
clude the discussion of the Lorentz group we describe these representa­
tions. If we form out of J and N the combinations 

A=(J+iN) /2, B=(J-iN) /2 

we find that the commutation relations (19.8) - (19.10) become 

Moreover , we ha ve 

J = A+B , 

[Ai, AJ]=iEiJkAk, 

[Bi, BJ]=iEijkBk, 

[Aí, BJ]=O. 

A2=(J 2-N2+2iJ·N)/4, B 2=(J2-N2 -2iJ·N)/4, 

and therefore 

(19.21) 

(19.22) 

(19.23) 

(19.24) 

(19.25) 

Now, let J be represented by a hermitian operator, N by an anti­
hermitian operator, hence of course we have a non-unitary representation 
of the Lorentz group. It follows that A and B are hermitian , we are 
exploiting the isomorphism Spin(4)~SU(2)@SU(2) and the commuta­
tion relations (19.22) yield in the standard manner the results 
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A 2=ja(ja+l), B 2=jb(jb+ 1) , 

2ja=0,1,2,3, ... , 2jb=0,1,2,3, .... (19.26) 

These (2ja+1)(2jb+l)-dimensional representations are usually denoted 
by (ja, jb)· They are manifestly finite-dimensional and since J = A+ B 
the j-content of these representations is given by 

(19.27) 

It is useful here to introduce the parity operation defined by the 
following action on the position four-vector: 

(19.28) 

Thus, under the parity transformation the generators of the Lorentz 
group behave as follows: 1VI~i----+M;i,Mi4 ----+-Mi4 , i. e. J ----+ J , N----+-N (thus 
N is a polar or true vector, J is an axial or pseudovector) and so 
A----+B , B ----+ A and finally (ja, jb)----+(jb,ja)· Consequently, these finite­
dimensional representations can be irreducible representations of the 
Lorentz group extended by parity provided they are either of the form 

(19.29) 

or of the form 

(19.30) 

The first kind is (2ja+1) 2-dimensional, the second kind is 2(2ja+l) 
(2jb+ 1 )-dimensional. 

The (0,0) case: This one-dimensional representation is used in the 
Klein- Gordon equation and obviously describes spin O. 

The (1/2,0) EB (0,1/2) case: This four-dimensional representation is 
used in the Dirac equation ; it describes spin 1/2 twice (a particle and 
its antiparticle). 

The (1/2,0) ar (0,1/2) separately case: These describe spin 1/2 
particles individually and are used in the Weyl equation that violates 
invariance under parity, as well as under particle- antiparticle conjugation. 

The (1/2,1/2) case: This four-dimensional representation is used in 
the Proca equation; it describes a four-vector A 11 that contains spin O and 
spin l. The j=O part is usually eliminated by requiring 811 A 11 =0. 
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The (1,0) EB (0,1) case: This six-dimensional representation is used in 
the Maxwell equation; it describes Fµv, a second rank tensor in four 
dimensions containing spin 1 twice- the electric and magnetic fields. 

To finish this chapter we prove that 81(2,C) is the universal covering 
group of 800 (3,1), the proper orthochronous Lorentz group. 

The group SL(2,C) 

Consider the four matrices uµ: 

(19.31) 

(19.32) 

An arbitrary 2x2 matrix can be expanded in terms of the uµ since they 
span the space of 2 x 2 matrices. In particular, wi th x µ denoting the 
distance between two events in space-time consider the matrix X: 

(19.33) 

Note that X is hermitian because x is real and x 4 is pure imaginary. 
We now introduce the 81(2,C) group. Let QE81(2,C) and define X' by 

(19.34) 

It follows that X' is hermitian so can be expressed in the same form as 
X with Xµ replaced by x~. Thus, we have 

(19.35) 

where 

(19.36) 

Since Q is unimodular detX'=detX, so x~x~=XµXµ and A(Q)µpE 
0(3,1). In fact, A(Q)µpE80(3,l) but the proof is tedious and we skip 
it. From (19.36) we get 
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(19.37) 

so A(Q)µp is orthochronous, i.e. A(Q)µpES0 0 (3,l). The correspondence 
between Q and A(Q)µp means that SL(2,C) and 500 (3,l) are homomor­
phic. Since cQ and Q, where e is sorne complex number, give rise to the 
same A(Q)µp provided cc*=l, and since cQ and Q are both unimodular 
we must actually have c=±l and we see that the homomorphism is 2:1 
as ±Q correspond to the same A(Q)µp· Thus, we have the isomorphism 

(19.38) 

Note that SU(2) is a subgroup of SL(2,C) and for QESU(2) (19.34) 
becomes a similarity transformation that preserves traces so that x~ =x4 

and the corresponding Lorentz transformation A(Q)µpES0(3). Thus, we 
have as a special case of (19.38) the familiar 

SU(2)/1 2'::!_SQ(3). (19.39) 

To complete the proof that SL(2,C) is the universal cover of 500 (3,l) we 
must show that SL(2 ,C) is simply connected. 

Let QESL(2,C) and consider the matrix QtQ. It is clearly unimodular 
and hermitian, it is also positive (meaning that all its eigenvalues are 
positive). To see that write the eigenvalue equation 

(19.40) 

where d is one of the eigenvalues of QtQ and D is the corresponding 
eigenvector (a one-column matrix). It follows that 

(19.41) 

which shows that d> O since DtD> O and (QD)tQD> O. Since QtQ is 
positive we can take its square root and define a unimodular hermitian 
positive 2 x 2 matrix P by 

(19.42) 

Lastly, we define a matrix U by 

(19.43) 
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It follows that 

(19.44) 

that is UESU(2) . 
Thus, we have the so-called polar decomposition of an arbitrary 

matrix QESL(2,C) as the product of a unimodular unitary matrix U and 
a unimodular hermitian positive matrix P 

Q=UP , (19.45) 

in complete analogy to the decomposition of a complex number 

z=expicp(z* z) 112
. (19.46) 

Since P is unimodular hermitian and positive it can be written as 

P=expA, (19.47) 

where A is hermitian and traceless, hence can be parameterized in terms 
of three completely unrestricted real numbers, that is the parameter space 
of P is lR 3 . Since U ES U ( 2), i ts parameter space is S3 and we con elude that 
the parameter space of SL(2,C) is the union of S3 and [R3 and therefore 
SL(2,C) is simply connected, since sn for n> 1 and [Rn for all n are all 
simply connected. 

This completes the demonstration that SL(2,C) is the universal cover­
ing group of 800 (3,1). Moreover , the polar decomposition Q= UP shows 
that an arbitrary Lorentz transformation Q can be expressed as the 
product of a space rotation U by sorne angle about sorne axis and a 
boost P by sorne velocity along sorne direction. To make this precise we 
observe that an arbitrary matrix UESU(2) can be expressed as 

U =al +iCT·b, (19.48) 

where the four real parameters a and b are constrained by 

(19.49) 
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We use (19.36) to get 

il(U) 44 =~tr( al +ia· b) ( al-ia· b )=l, 

il(U) 4k=~tr(-ial + a·b)o-k(al-ia·b)=O=il(U)k4 , 

il(U)jk=~twj (al +ia· b )o-k( al-ia· b) 

=( a2 -b· b )57k+2aEjktb1+2bjbk 

(19.50) 

(19.51) 

(19.52) 

and find by explicit calculation that the non-trivial part of il(U) is a 
3x3 unimodular orthogonal matrix. As such its eigenvalues are 1, expi8 , 
exp-i8, where 8 is the angle of rotation, so its trace is 1+2cos8, while 
il(U)jj=3a2 -b·b=4a2 - l. Thus, 

(19.53) 

Sin ce 

(19.54) 

we see that b is an eigenvector of il(U)7k to the eigenvalue 1 and therefore 
is the axis of rotation, that being the only direction invariant to a rotation. 
Consequently 

b . e = ns1n2 , n·n=l , (19.55) 

and finally 

(19.56) 

describes a rotation by an angle 8 about the direction n. 
On the other hand, the same procedure applied to P shows that an 

arbitrary hermitian positive matrix PESL(2,C) can be expressed in terms 
of u and the unit vector m (which are three real parameters) as 

P= lcosh ~+a· msinh ~=exp~ a· m, 

which describes a boost by a velocity v=vm , where 

v=tanhu. 

(19.57) 

(19.58) 

In conclusion, we note that the polar decomposition of SL(2,C) is read­
ily generalized as follows: For SL( n, C) we ha ve the polar decomposition 
(19.45) with UESU(n) and the parameter space of P being 1Rn

2
-

1 . Thus, 
SL(n ,C) is simply connected. For GL(n,C) we have (19.45) with UEU(n) 
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and the parameter space of P (which is no longer unimodular) being 
1Rn

2 
and the connectivity properties of GL(n,C) are those of U(n) (in 

particular these groups are not simply connected). 
For GL(n,IR) the matrices in the polar decomposition (19.45) become 

real: 

Q=OP, (19 .59) 

where O is an orthogonal matrix and P is a positive symmetric matrix. 
Now, the parameter space of Pis 1Rn(n+l) / 2 and the connectivity properties 
of GL(n ,IR) are those of O(n). For SL(n,IR) the matrices O and Pare in 
addition unimodular. Then, the parameter space of Pis 1R(n- l)(n+ 2J/2 and 
the connectivity properties of SL(n,IR) are those of SO(n). In particular 
for n>2 SL(n,IR) is doubly connected. 

Since IR is unbounded it follows that all of the following groups are 
non-compact: GL(n,C), GL(n,IR), SL(n,C), SL(n,IR). 

Biographical Sketches 

Minkowski, Hermann (1864- 1909) was born near Kovno, Russia (now 
Kaunas, Lithuania). He was educated at the University of Konigsberg 
where he and his friend Hilbert received their doctorates in 1885 under 
t he supervision of Lindemann. He was appointed professor there in 1895 
and then at Zürich in 1896, where Einstein was his student. He moved 
to Gottingen in 1902 and died there. His geometrization of special rela­
t ivity evoked this comment from Einstein: "Since the mathematicians 
have invaded the theory of relativity I do not understand it myself 
anymore." 

Klein, Osear (1894- 1977) was born near Stockholm, the son of the 
chief rabbi of Stockholm. When he was on his way to visit Perrin in 
France \i\Torld \i\Tar I broke out and he was drafted. Starting in 1917 he 
spent several years at the Bohr Institute in Copenhagen. He received his 
doctorate at the University College of Stockholm in 1921. He became 
professor at the University of Michigan in 1923 and returned to Europe 
in 1925. In 1930 he took over the professorial chair in physics at his alma 
mater, where he stayed until his retirement in 1962. He was awarded the 
Max Planck medal in 1959. Here are sorne concepts named after him in 
addition to the Klein- Gordon equation: the Klein- Nishina formula, the 
Klein paradox, the Kaluza- Klein theory. 
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Gordon, Walter (1893- 1939) was born in Apolda, Germany. In 1915 he 
carne to the University of Berlin and received his doctorate there in 1921 
from Planck and became the assistant of von Laue in 1922. In 1925 he 
spent sorne time with Bragg in Manchester. In 1926 he moved to Hamburg 
and in 1930 he became a professor at the University of Hamburg. Because 
of the rise of the Nazis he moved to Stockholm in 1933 and stayed there 
till his death. 

Dirac, Paul Adrien Maurice (1902- 1984) was born in Bristol and 
educated at the universities of Bristol and Cambridge. He did his doctoral 
work under Fowler, his thesis finished in 1926 and entitled "Quantum 
Mechanics" was one of the early ones to be submitted anywhere on 
this subject. In 1928 he discovered the equation named after him that 
predicted antimatter. In 1930 he published a textbook on quantum 
mechanics that is used to this day. His appointment to the Lucasian Chair, 
once held by Newton, carne in 1932 when he was just a few months older 
than Newton. In 1933 he shared the Nobel Prize with Schrodinger. He 
spent the last years of his life at Florida State University. When asked to 
summarize his philosophy of physics Dirac wrote "Physical laws should 
have mathematical beauty." 

Proca, Alexandru (1897- 1955) was born in Bucharest, Romania. In 
1922 he graduated from the Bucharest Polytechnic School as an Elec­
tromechanical Engineer. In 1923 he moved to France, in 1925 became a 
graduate of the Science Faculty, Sorbonne University, Paris. In 1933 he 
submitted his doctorate thesis to a commission consisting of Perrin, de 
Broglie, Brillouin and Cotton. In 1943 he moved to Portugal and lectured 
at the University of Porto. 
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The Poincaré and Liouville groups 

In acldition to our belief that the laws of Physics are invariant under 
four-dimensional rotations of space-time we believe in invariance under 
four-climensional translations of space-time. The translations are gen­
erated by the four-momentum Pµ consisting of the momentum three­
vector P=(P1 , P2 , P3 ) ancl the energy P0=-iP4 . Since Pµ is canonically 
conjugate to the position four-vector it can be realizecl as -i&µ from which 
we immediately deduce the commutation relations 

[Pµ, Pv]=O, 

[P.A, NIµv]=iÓ,A[vPµ¡ , 

(20 .1) 

(20.2) 

i.e. P-A and Mµv form together a 10-dimensional algebra called the 
Poincaré algebra, the four P-A form an Abelian subalgebra of trans­
lations, and transform like rank one tensors (four-vectors) under the 
Lorentz subalgebra formecl by the Mµv· 

We define the Poincaré group to be the universal cover of the group 
of transformations that leave invariant the relative distance between two 
points ( events) in space-time. Thus, the Poincaré gro u p is the semi-direct 
product of the translation group T4 and the universal covering group of 
S00 (3,l): 

T4 /\ SL(2,C) . (20.3) 

Definition: Let Ai be the generators of one group ancl Bj the generators 
of another group so that, symbolically 

[A, A]=A, [B, B]=B . (20.4) 

If 

[A, B]=O (20.5) 
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then we say that the group generated by Ai and Bj together is the direct 
product group @ . But if instead 

[A,B]=A (20.6) 

then we say that the Ai and Bj together generate the semidirect 
product group /\. 

Now, what can we say about the Casimirs of the Poincaré group? Since 
they must commute with all generators they commute with the generators 
of the Lorentz subgroup, i.e. are Lorentz invariants. Since products of 
generators of the Poincaré group transform under the Lorentz group as 
tensors of rank equal to the number of free (not summed over) subscripts, 
it follows that if all subscripts are summed over we have a tensor of rank 
zero, a scalar , a Lorentz invariant. The only Lorentz invariants that can 
be formed out of products of the Nlµv alone are the two Casimirs of the 
Lorentz group F1 and F2 ; they fail to commute with Pµ and so fail to be 
Casimirs of the Poincaré group. The only Lorentz invariant that can be 
formed out of products of the Pµ alone is PµPµ; it obviously commutes 
with Pp and so we have our first Casimir of the Poincaré group. It remains 
to consider structures that contain both }.lf µv and Pp of which the simplest 
is NlµvPp. We find that 

(20. 7) 

which vanishes when contracted with Eaµvp· Therefore, the so-called 
Pauli- Lubanski four-vector 

(20.8) 

commutes with Pµ and we immediately obtain two more candidates for 
Casimirs of the Poincaré group, namely the Lorentz invariants WµPµ and 
Wµ Wµ- However, we see from its definition that WµPµ=O - this makes it 
useless as a Casimir but it is important in that it states that Wµ has only 
three independent components. Thus, we find the two Casimirs 

(20.9) 

the first being a quadratic, the second a quartic, polynomial in the 
generators. This exhausts the list of Casimir operators as any polynomials 
of higher degree are not polynomially independent of P 2 and TV 2

. 

To obtain a representation we construct a basis for the states that 
the Poincaré operators act on. We choose the states to be simultaneous 
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eigenstates of as many commuting operators as possible. We know that 
the four Pµ, commute among themselves and they commute with VV11 • 

However, the W11 do not commute among themselves since 

(20.10) 

So, we propase to choose our states as simultaneous eigenstates of P 2
, 

W 2
, P1 , P2 , P3 , P0 and sorne one component of TiVw 
The four objects P1 , P2 , P3 , P0 are hermitian commuting operators. 

When simultaneously diagonalized they have real eigenva1ues p1 , p2 , p3 , 

p0 , all ranging continuously over the real line: 

-oo::;p1.t::;+oo, µ=1,2,3,0. (20.11) 

It follows then that P 2 has the eigenvalue Pµ,Pµ,=p 2-p6=-M2
, where M 2 

is a real number that could be positive, negative or zero, corresponding 
to the four-vector P,.t being time-like, space-like or light-like. Not 
surprisingly this leads to three classes of irreducible representations of 
the Poincaré group. 

Class 1, P µ, time-like. When Pµ, is time-like there exists a special frame 
ofreference in which p=O, p0=±M, this is the so-called rest frame. Note 
that a time-like, as well as a light-like, four-vector has another Poincaré 
invariant associated with it , the sign of the zeroth component. Thus, 
when specifying an irreducible representation of the Poincaré group one 
may need to specify invariants that are not polynomials formed out of 
the generators. 

In this special frame the four-vector Wµ, becomes 

lV0=0, W =±M J (20. 12) 

and we can choose our states to be eigenstates of ]3 ( which is proportional 
to W 3 ) to the eigenvalue m. Recalling our discussion of SU(2) we have 

(20.13) 

where, as usual, 2j=0,1,2,3 .. ., and -j::;m::;j. Thus, we find that Class 
I irreducible representations are specified by M and j - the rest mass 
and spin ( and the sign of the energy )- this is the familiar description of 
massive particles and the reason for referring to T1Vµ, as the relativistic 
spin as it is a Lorentz four-vector equivalent to J in the rest frame 
of Pµ.· 
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These representations are unitary representations of the Poincaré 
group, they are infinite-dimensional possessing 2j+ 1 components 
corresponding to spin j and a continuous infinity of momentum va1ues 
subject to PµPµ=-M 2

. Most of the particles occurring in nature belong 
to this class, here are sorne 

spin O: the 7f mesan, the K mesan, the r¡ mesan, the Higgs boson 
(maybe); 

spin 1/2: the electron, the muon, the tau mesan, the quark, the nucleon; 
spin 1: the p mesan, the w mesan, the W and Z vector bosons; 
spin 3/2: 6, O. 
Class JI, P µ light-like. When Pµ is light-like there is no rest frame. It 

is convenient to consider a frame in which p1 =p2=0, p3=p, p0=±p. Now, 
two subclasses need to be considered corresponding top=/= O or p=O. 

Class I!a, p=/=0. Since p is the eigenvalue of P3 we can take it positive 
because if it were negative we could make it positive by a rotation by 7f 

in the 1- 3 plane. The sign of p0 is , however, again an invariant. Setting 
for convenience W1~=pKµ we have in the preferred frame (the ± signs 
corresponding to the sign of p0 ) 

K1=±J1 -N2, 

K2=±J2+Nt, 

K3=±J3, 

Ko=J3, 

(20.14) 

with the commutation relations for the three independent components 

[K1, K2]=0, 

[K1, Ko]=-iK2, 

[K2 , Ko]=iK1. 

(20.15) 

What is the meaning of these K 1, K2, K 0? Since K0=P·J /p it is the 
component of angular momentum in the direction of the linear momentum 
in this frame- it is called helicity. K 1 and K2 on the other hand commute 
with each other, behave similarly to linear momenta. In fact, if we write 
the commutation relations thus 

(20.16) 
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(using K0=J3=M12 ) with all indices taking on just the two values 1,2, 
and compare it with the Poincaré algebra 

it is clear that we have an algebra just like the Poincaré algebra but 
in only two dimensions , that is K 1 , K2 and M12 generate the group of 
isometries in two dimensions 

E(2)=T2 /\ S0(2) , (20.17) 

where K 1 , K 2 generate the two translations, M12 the one rotation of the 
2-dimensional plane. Since all K 1 , K 2 , M12 are supposed to be hermitian 
we have the so-called Euclidean case as opposed to Minkowski, which 
accounts for the use of E in the name of the group. To be precise, we will 
look for representations of E(2) , the universal covering group of E(2). 

So, K i are components of a two-vector under rotations generated by 
M12 , therefore K 1

2+K2
2 , is an invariant , a Casimir of E(2). Its eigenvalue 

Ml< is a real number, a "mass squared" and because of the Euclidean 
metric it is either positive or zero, and zero only if K 1 =K2=0. Therefore, 
if we denote the eigenvalue of W 2 by w2 then 

(20.18) 

which is why these representations are sometimes called continuous spin 
representations [compare with (20.13)]. In addition to Pµ and W 2 our 
states can be eigenstates of W0 /p=J3- the angular momentum in the 
direction of the linear momentum or helicity- to the eigenvalue A. To 
simplify the notation we denote these states by i>-) omitting all the other 
labels identifying the eigenvalues of Pµ and W 2 . 

Introducing K±=K1±iK2 we have 

(20.19) 

so that 

K± l>-)rvi>-±1) , 

(>-± 1 I >-±1)=(>-f K :¡:K± i>- ) =(>-IK~+ Ki i>-)=M~ (>-!>-). 
(20.20) 

We have two possibilities: MJ< is positive so that Wµ is space-like and 
the norm squared of the above states is positive. Therefore, starting from 
sorne integer value of A we obtain all integer values (positive, negative, 
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or zero), while starting from sorne half-odd-integer value we obtain all 
half-odd-integer values (positive or negative). Thus, we have an infinite­
dimensional representation of E(2), as we should since it is non-compact, 
and, of course, an infinite-dimensional representation of the Poincaré 
group. 

The other possibility is that MJ<=O so that Wµ is light-like. In this 
case we must have 

(20.21) 

Our states can again be simultaneously eigenstates of J3 to eigenvalue 
A where A, the helicity, is from the set O, ±1/2,±1 , ... However, we can 
not shift this value as K± are now identically zero. Thus, we obtain one­
dimensional representations of E(2) . 

This is a remarkable result: we have found a finite-dimensional unitary 
representation of a non-compact group. The trick is that we have repre­
sented K 1 and K 2 , the generators of the translations T2 , the non-compact 
part of E(2), by zero. 

If one considers the Poincaré group extended by parity then the 
representations become two-dimensional as with .A we must include -.\. 
This can be seen by noting that the helicity operator J.p /IPlis the scalar 
product of the angular momentum pseudovector, which is invariant under 
parity, with a unit vector in the direction of the linear momentum, which 
is a vector and changes sign uncler parity. 

There are examples of such particles in nature: 

>-=±1: photon, gluon 
>-=±2: graviton (maybe). 

Class I!b, p=O. This is a very degenerate case, all components of Pµ 
have eigenvalue equal to zero. In effect, the Poincaré group becomes the 
Lorentz group ancl all the representations are those we found before for 
the Lorentz group- we know of no such particles in nature. 

Class III1 P µ space-like. Again such objects do not occur in nature 
except in science fiction , they are called tachyons and are superluminal, 
meaning that they move faster than light. Vle discuss this case for the 
sake of completeness. Again there is no rest frame but we can consider 
a preferrecl frame for which p0=p1=p2=0, p3 =IMI. In this frame the 
components of Wµ=IMIKµ are 

(20.22) 
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so that 

[N1, N2]=-iJ3, 

[N2, J3]=iN1, 

[J3 , N1]=iN2, 

(20.23) 

which if it were not for that minus sign in the first line would give SU(2), 
but actually gives SL(2,IR) (see Chapter 2). 

Now, the Casimir of this group is 

where 

H12 
/ M 2=K2= K 2 -KJ=Ni + Ni_-ff 

=N+N_-J3(J3-l) 

=N_N+-J3(J3+l), 

(20.24) 

(20.25) 

As before we denote our states by!>.), where >., the eigenvalue of J3 , can 
be O, ±1/2,±1, ... , and as before, 

J3N± l>-)=(>.±l)N±I>.), N± i>.)rvi>.±1) , 

(>.±11 >.±1 )= (>. i N~N± 1 >.)=[K2+>.( >.±1 )] (>.!>.) 

(20.26) 

(20.27) 

and we arrive at different possibilities depending on the value of the 
Casimir invariant K 2. 

Positive discrete series: Suppose that for sorne value of >. , to be called 
Amin, we have 

(20.28) 

Then, (>.min IN+N-l >-111in)=[K2+>.min (>.min- 1 )] (\ninl>-min)=O and there­
fore 

(20.29) 

By acting on !>.111 ¡11 ) with N+ we can raise the value of the helicity by 
one provided the resultant state has nonvanishing norm. We apply N + n 
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times and consider the norm squared of the resultant state: 

An=(\nin 1(N-t(N+t 1-Ainin) 

=(>-minl(N_r- 1 N_N+(N+r-1 1>-min) 

=(\nin 1 (N_ r- 1 [K2+J3( ]3+ 1 )] (N+ r- 1 l>-min) 

=[-\nin (\nin -1 )+(Amin+n-1) (\nin+n )]An-1 

=n( n-l +2/\min)An-1 

_ n!(n-1+2.\11in)! (A IA ) 
- (2Amin-1)! min min . (20.30) 

Thus, An is positive as long as 2Amin -1 is not a negative integer. In 
this way we obtain the infinite-dimensional representation with states 
l>- 111 ¡11 +n), n a non-negative integer, where 2Am¡ 11 =1 ,2,3,. ... This is called 
the positive discrete series. 

Negative discrete series. By the same arguments but starting from 

N+ IAmax)=O, (\naxlAmax) >0 (20.31) 

we have K 2=-Amax(>-max+l) and we obtain the negative discrete 
series with states l>-max-n), n a non-negative integer and 2Amax= 
-1,-2,-3,. ... 

vVe also have the trivial one-dimensional representation N 1 =N2= 
]3=0. 

Thus, the quadratic Casimir operator K 2 takes on the discrete values 
-k(k-2)/4, k=l,2 ,3, ... , where k=2A 111 ¡11 in the positive discrete series and 
k=-2Amax in the negative discrete series. For values of the quadratic 
Casimir not of the above form no states are annihilated by either N + 
or N_. In that case starting from sorne helicity A we can use N+ and 
N _ to obtain 1>-±n), n positive. This results in the integral continu­
ous series for which A is integer and K 2>0 (excluding 1/4) and the 
half-odd-integral continuous series for which A is half-odd-integer and 
K 2> 1/4. 

Note that (except for 2\nax=-1 and 2Am¡ 11 =1) K2~0 for the discrete 
series, i.e. Kµ is light-like or time-like so that the sign of K0- hence 
ultimately the sign of A- is an invariant. For the continuous series K 2> 0, 
Kµ is space-like and both signs of A are allowed. 

It is amusing to note that if we let N1 and N2 be anti-hermitian then 
for the hermitian operators S1 =iN1, S2=iN2 , S3=J3 the commutation 
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relations (19.55) become [Si, S1J=i Eijk sk, i.e. the si generate SU(2) 
whose unitary representations are the familiar finite-dimensional repre­
sentations . In other words, SL(2,IR) has non-unitary representations for 
which K 2=N1

2+N2
2-J3

2=-S1
2-S2

2-S3
2=-j(j+ 1), 2j=0,1,2, .... This 

value of K 2 agrees with the value for the positive discrete series and 
negative discrete series provided 

(20.32) 

Thus, for K 2=-j(j+l) all helicities occur in this sense: helicities from 
-oo to Amax=-j-1 occur in the negative discrete series specified by Amax , 
these are followed by the helicities from - j to + j corresponding to 
the finite-dimensional non-unitary representation specified by j and the 
remaining helicities from j+l=Amin to +oo occur in the positive discrete 
series specified by Amin· We show the weight diagram below for j=2: 

negative di serete non-1mitary positive di serete 

.... - 6 -5 -4 -3 -2 -1 o 1 2 3 4 5 6 ... 

It is useful to rephrase our results for the Poincaré group as follows. 
Because the translation group T4 is Abelian we can contemplate a space 
'M. whose points consist of Pµ=(p ,p0 ) , the simultaneous eigenvalues of 
Pw Because the Poincaré group is a semidirect product we can think 
of the Lorentz operators as acting on that space- thus, e.g., Jk acts by 
rotating p around axis k, Nk acts by boosting Pµ along the axis k. As 
a result of all possible actions by the Lorentz generators a point Pµ in 
the space 'M moves to other points and all such points are called the 
orbit of the original point. Sorne subset of the Lorentz generators might, 
however, leave a point unchanged, such generators form a group called 
by mathematicians the stabilizer, also the isotropy subgroup, while 
physicists call it the little group. 

In Class I Pµ is time-like and the constraint p2=p2 -p6=-M2 <0 defines 
in the space 'M a two-sheeted hyperboloid, with p0 positive on one sheet, 
negative on the other. A point on one sheet stays there under the action 
of the Lorentz group because the signs of both p2 and p0 are Lorentz 
invariants. Thus, we have two orbits corresponding to the two sheets. 
Moreover, a representative point on each sheet of the form p =O, p0=±M 
is obviously left unchanged by the action of the generators J , i.e. the 
little group is SU(2), the universal cover of S0(3). 
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In Class II Pµ is light-like, the constraint p 2-p6=-M2=0 defines a 
two-sheeted corre, with p0 positive on the "forward light corre", negative 
on the "backward light corre", and zero at the point where the two eones 
touch, giving rise to three orbits. Now, the representative point on each 
sheet of the form P1=P2=Ü, Po=±lp3 l#O is obviously left unchanged by 
J3 and, not so obviously, by J 1+N2 and J2-N1, so that the little group 
is E(2). For the third orbit, where the two eones touch and we have in 
addition p0=p3=0, the little group is obviously the universal cover of all 
of the Lorentz group. 

In Class III Pµ is space-like and the constraint p 2-p6=-Nl2>0 defines 
a one-sheeted hyperboloid, so we have one orbit and the representative 
point p1 =p2=p0=0, p3#0 is obviously left unchanged by N 1 , N2 , J3 and 
the little group is the universal cover of SL(2,IR). 

The Liouville group 

One more word about space-time groups. The Poincaré group is the group 
composed of transformations that leave invariant the relative distance 
between two points in space-time. Now, imagine that you change the 
scale that you use for measuring that distance- then if you had two points 
whose relative distance was zero that distance would remain unchanged 
under this operation called dilation. In general, the relative distance 
squared between two points would change by sorne scalar function. The 
Poincaré group extended by dilations is sometimes called the Weyl group. 
·y...re denote the generator of clilations by D , it can be realized as ixµ8µ 
and therefore its commutation relations with Poincaré generators are 

(20.33) 

Because the momentum operators fail to be invariant under dilations it 
follows that the Poincaré Casimir PµPµ is nota Weyl Casimir- except for 
massless representations. For the same reason representations for which 
Wµ Wµ:;i=O are unacceptable. The only acceptable representations are those 
for which both Pµ and TiVµ are light-like, corresponcling to the discrete 
helicity one-dimensional irreducible representations ( two-climensional if 
extended by parity). 

Not surprisingly, Maxwell 's equations are invariant under this group­
in fact they are invariant uncler four more operations called special 
conforma! transformations generated by K~i that can be realized as 
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i(2xµxJJv-XvXv8µ) resulting in the commutation relations 

[Kµ , Pv]=- 2i(óµvD+Mµv) , 

[Kp , Mµv]=iÓp ¡µKv], 

[Kµ, D]=-iKµ, 

[Kµ, Kv]=O. 

(20.34) 

These 15 generators generate the conformal group, also called the 
Liouville group, it is the largest group of transformations that leave invari­
ant Maxwell's equations. Note that 15 is the dimension of the orthogonal 
group in six dimensions and the unitary group in four dimensions- indeed 
the conformal group is related to 0(4,2)~U(2,2). 

We have introduced the conformal group in connection with space-time 
with 3 space and 1 time dimensions. We can consider arbitrary space-time 
dimensions N by letting the Greek lower case indices range over N values: 
µ =1,2, ... , N , and one finds that the conformal group of N-dimensional 
space-time is isomorphic to O(N+2). To be precise: for m space and n 
time dimensions the conformal group is 

O(m+l, n+l), (20.35) 

except if m=n=l. In two-dimensional space-time the group of conformal 
transformations is infinite-dimensional being essentially analytic transfor­
mations. Thus, in two dimensions x and t consider the variables z=x+t 
and z#=x-t. Given a function of z only we can expand it in a Laurent 
series in z- thus define the generators 

(20.36) 

clearly they form the algebra 

(20.37) 

and another such algebra can be defined for functions of z# only. 
The subset L 1 , L0 , L _1 generates a finite subgroup isomorphic to 

0(2,1) , which together with the corresponding subset from z# com­
bine to form 0(2,1)00(2 , 1 )~0(2,2) and this generalizes to higher 
dimensions. 
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Next, consider the generators Tª of any of the Lie algebras that we 
have been discussing: 

(20.38) 

and define 

(20.39) 

It follows that 

[Tª Tb ] ·¡ab Te m' n = l e m+n· (20.40) 

The algebra of the Ln is known as the Virasoro algebra, the algebra of 
the Tª m is known as the untwisted affine Kac- Moody algebra provided 
we further generalize these algebras by a central extension: 

[ Lm, Ln] = ( m-n) Lm+n + (e/ 12)m( m2
- l )óm+n,o, 

[Tª m, Tb n]=i¡abcTcm+n+kmóªbóm+n,O· 

(20.41) 

(20.42) 

Here, a,b range over dim g of the Lie group of the Tª , but m and n range 
over the integers from - oo to +oo so that the number of generators of the 
Kac- Moody algebra is infinite. In unitary representations Tªn t =Tª -n · 

This construction leads from every finite-dimensional Lie algebra to 
the so-called direct or untwisted affine Kac- Moody algebras- there also 
exist twisted Kac- Moody algebras. 

The numbers e and k are called central elements, which means 
that they commute with all the generators. Further, the values of k are 
quantized: 

(20.43) 

where 'ljJ is the long root of g (the non-negative integer 2k/'ljJ2 is called 
the level). 

The Virasoro and Kac- Moody together form a semidirect product as 

(20.44) 

Biographical Sketches 

Poincaré, Jules Henri (1854- 1912) was born in Nancy, France. He stud­
ied at the Lycée in Nancy (1862- 71) , the Ecole Polytechnique (1873- 75) 
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and the Ecole de Mines, where he received the degree of ordinary engineer 
in 1879. At the same time he studied under Hermite and received a 
doctorate in mathematics from the University of París in 1879. Most 
of the basic ideas of modern topology are due to him. The Poincaré 
conjecture, formulated at the beginning of the twentieth century, was one 
of the most important questions in topology. It is the only one of seven 
Millennium Prize Problems that has been solved (by Perelman in 2002). 
Poincaré carne close to anticipating Einstein's theory of special relativity, 
showing that the Lorentz transformations forma group, deriving the rela­
tivistic addition of velocit ies and observing that Lorentz transformations 
could be viewed as rotations in four dimensions with an imaginary time 
coordina te. 

Pauli , Wolfgang Ernst (1900- 1958) was born in Vienna, Austria. He 
studied under Sommerfeld at Munich University where he received his 
Ph.D. in 1921. He then spent a year at Gottingen as an assistant to 
Born and a year at Bohr's Institute in Copenhagen. During his years 
as professor at Hamburg University (1923- 28) he formulated the theory 
of non-relativistic spin introducing his famous 2 x 2 sigma matrices, and 
developed the exclusion principle. In 1928 he became a Swiss citizen and 
a professor at the Zürich Federal Institute of Technology. In 1930 he 
postulated the neutrino, whose experimental discovery in 1956, two years 
before his death, evoked this comment "Everything comes to him who 
knows how to wait". His studies in the 1950s of conservation of quantum 
properties in interactions paved the way for Lee and Yang to propose 
parity non-conservation in weak interactions; the experimental discovery 
of parity non-conservation in 1956 was a deep disappointment to Pauli. He 
received the Lorentz Medal (1931), the Nobel Prize (1945), the Matteucci 
Medal (1956) and the Max Planck Medal (1956). 

Lubanski , Jozef Kazimierz (1915- 1947) was a Polish physicist. He 
received his magister philosophice in 1937 in Wilno, Poland (now Lithua­
nia) and worked for two years as an assistant in theoretical physics at 
Polish universities. He obtained a grant to travel to Holland and work 
under Kramers at Leyden. His plans to go to Copenhagen were thwarted 
by World War II and for sorne t ime he worked with Rosenfeld at Utrecht 
during which time he published a number of papers, mostly in Physica, 
dealing with the properties of mesons. In 1945 he became an assistant at 
the Laboratory for Aero- and Hydrodynamics of the Technical University 
at Delft. 
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Kac, Víctor (1943- ) was born in Buguruslan, Russia. He received his 
Ph.D. degree from Moscow State University in 1968. He taught at the 
Moscow Institute for Electronic Engineering (1968- 76). He left the Soviet 
Union in 1977, became Associate Professor at MIT, was promoted to 
Full Professor in 1981. He discovered Kac- Moody algebras, found the 
Kac determinant formula for the Virasoro algebra, discovered an elegant 
proof of the Macdonald identities. He received the Wigner Medal in 1994. 

Moody, Robert Vaughan (1941- ) was born in Great Britain. After 
receiving the Ph.D. degree from University of Toronto in 1966 he joined 
the Faculty of University of Saskatchewan and was promoted to Full 
Professor in 1976. In 1989 he moved to the University of Alberta. He dis­
covered Kac- Moody algebras. He received the Wigner Medal in 1994- 96 
with Kac. 



21 
The Coulomb problem in n space 
dimensions 

In this problem we start with the two n-vectors R and P that form the 
Heisenberg algebra 

(21.1) 

with lower case Latín subscripts running from 1 ton. The non-relativistic 
Hamiltonian (for a particle of mass m and charge -e at the point R 
moving in the Coulomb potential due to a charge e at the origin) is 

(21.2) 

where R is the magnitude of R , 

R=(R·R) 1l 2
. (21.3) 

The orbital angular momentum 

(21.4) 

has n(n-1)/2 independent components and generates so(n), the orthog­
onal algebra in n dimensions. As a consequence of (21.1) we have the 
following commutation relations 

[L.iki Rm]=iÓm[.i Rk]1 

[Ljk1 Pm]=iÓm[.iRk]1 

[L¡k, Lrnn]=i(Óm[.iLk]n-Ón[jLkJm), 

(21.5) 

(21.6) 

(21. 7) 

that is R and P are tensors of rank one (vectors), while Lik is an 
antisymmetric tensor of rank two under the transformations generated 
by L.ik (rotations in n dimensions). 
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Obviously H is a tensor of rank zero, a scalar: 

[L.ik, H]=O, (21.8) 

and therefore the L1k are constants of the motion since H generates the 
evolution of the system in t ime. 

Next, we introduce the Lenz- Runge vector 

where 

1 
BJ= 2me2 (LkJPk+PkLk¡) 

1 
= 

2
me2 [2L1;;¡Pk+i(l-n)PJ] 

1 . 
= 

2
me2 [2PkLkJ-1(l-n)PJ]· 

We are interested in the square of the Lenz- Runge vector 

Now, 

A·A=l+R- 1 R ·B +B·RR- 1+B·B. 

1 
B·B= 

2 4 
[2Lk¡Pk+i(l-n)PJ][2PmLmJ-i(l-n)PJ] 

4m e · 

4~2e4 [4Lk1PkPmL110 +(l-n)2 P·P ] 

=(P·P /m2e4)[C2 (n)+(l-n) 2 /4], 

where we have used 

(21.9) 

(21.10) 

(21.11) 

Lkj PkPmLnij=R¡kPj]PkPmL111j=R·P PjPmLm)-RjPmP·P Lmj 

=Lm¡ P·P Lm¡/2=P·PC2(n), 

where 

(21.12) 
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is the quadratic Casimir operator of so ( n). N ext 

where we have used 

Thus, 

2H 
A·A= l+- 4 [C2 (n)+(l-n) 2 /4], 

me 
(21.13) 

which shows that A· A is a constant of the motion ( actually A itself is). 
If we rescale A by introducing 

n_J me4 A 
-2H 

(21.14) 

then D is hermitian on the subspace of negative values of H and we have 

(21. 15) 

Now comes a remarkable fact involving t he orthogonal algebra in n+l 
dimensions , namely the observation that 

(21.16) 

The proof of (21.16) is completely straightforward involving the same 
type of manipulations t hat were used to calculate A·A. We also have 

(21.17) 

which simply states that D is an n-vector. 
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Hence, if we define 

(21.18) 

then we can combine all the commutators involving Lki and Dm into 

(21.19) 

where lower case Greek subscripts range from 1 to n+ 1, i. e. the LJk and 
Dm together genera t e so ( n+ 1) . Moreover, 

C2( n )+ D · D = ( Lki LkJ+ Lk,n+1Lk,n+1 + Ln+i,kLn+i,k) /2 
=Laf3La(3/2=C2( n+ 1) (21.20) 

so that (21.15) can be rewritten as 

- H=me4 [2C2(n+l)+(l-n) 2 /2i-1
. (21.21) 

To determine the values of the quadratic Casimir we note that we are 
dealing with the orbital realization of the so ( n+ 1) algebra in which the 
generators are realized as 

Laf3=-ix¡aOf3] · 

In this realization the quadratic Casimir becomes 

where 

C2(n+1) =-(.'EaOf3Xa0(3-;r;aOf3X f30a) 

=-Xa (xa8(3+Óaf3 )8(3+Xa0(3 ( OaXf3-Óaf3) 

=-XaXaOf30f3+.'EaOaOf3X,B-2XaOa 

=-XaXaOf30f3+Xa0a ( Xf30f3+Óf3(3 )-2Xa0a 

=-XaXa6+N(N+n-l), 

is the Laplacian in n+ 1 dimensions and 

N_xa8a 

(21.22) 

(21.23) 

(21.24) 

(21.25) 

gives the degree of homogeneity when acting on homogeneous functions 
of the Xa. As a consequence, we have that harmonic functions on [Rn+l of 
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degree of homogeneity ln+l are eigenfunctions of the quadratic Casimir 
to the eigenvalue 

ln+l ( ln+l +n-1). (21.26) 

It follows that the expression for the eigenvalue E of the Hamiltonian 
beco mes 

where 

ln+l =0,1,2, ... for n?.2, 

l2=0,±1 ,±2, .. .. 

In particular, for n=3 we have 

me4 

-E=---
2(l4+ 1 )2 

(21.27) 

(21.28) 

(21.29) 

and we recognize the non-relativistic formula for the energy levels of the 
hydrogen atom with l4+1 the principal quantum number. 

Thus, the energy levels depend only on the integer ln+l and the degree 
of degeneracy of each level is given by the degree of degeneracy of the 
quadratic Casimir of so ( n+ 1) in the orbital realization, which is 

2(ln+1+n- l)! 
(n-l)!ln+l! 

Un+i+n-2)! 
(n-2)!ln+1! . 

(21 .30) 

The ground state corresponds to ln+l =0 and we see that it is non­
degenerate. Equation (21.30) gives for the first few values of n the 
following 

n=l -+ 2-612 ,0 

n=2-+ 2l3 +1 

n=3-+ (l4 +1) 2 

and we recognize the dimensions of the corresponding irreducible rep­
resentations of the rotation group except for n=l, where all irreducible 
representations are one-dimensional since so(2) is Abelian. 
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The case n= 1 has sorne amusing properties. We ha ve 

(21.31) 

i.e. the non-degenerate ground state lies infinitely deep, while all the 
other states are of finite energy and two-fold degeneracy. Here, the Lenz­
Runge vector is x/ lxl and it is the generator of the so(2). The two-fold 
degeneracy of all but the ground state is explained by the fact that the 
Hamiltonian commutes both with the Lenz-Runge vector x/lxl and the 
parity operator 1f, but x/lxl and 1f anticommute. 

In conclusion we comment, in connection with the name of the Lenz­
Runge vector, on the strange ways of history. The Lenz- Runge vector 
was first shown to exist by the Swiss mathematician Jacob Hermann 
( 1678- 1 733) in the eighteenth century. It was rediscovered by J ohann 
Bernoulli , by Laplace, by Hamilton and by Gibbs. Runge used Gibbs 
derivation asan example in a popular German textbook on vectors, which 
was referenced by Lenz in his paper on the hydrogen atom. 

Biographical Sketches 

Coulomb, Charles Augustine de (1736-1806) was born in Angouleme, 
France. He studied in Paris at College des Quatre-Nations. After a long 
period of service in Martinique he returned to France in 1779. In 1795 
he was elected a member of the new Institut de France. Best known 
for the torsion balance for measuring the force of magnetic and electric 
attraction. The SI unit of electric charge is named after him. 

Heisenberg, Werner Karl (1901-1976) was born in \Vürzburg, Ger­
many. He studied at the University of Munich under Sommerfeld and 
Wien and the University of Gottingen under Born, Franck and Hilbert 
before becoming Professor of Physics at Leipzig University (1927- 41). 
From 1941 to 1945 he was professor at Berlin University and Director of 
the Kaiser Wilhelm Institute. After the end of WWII that institute was 
renamed the Max Planck Institute and Heisenberg was its director. In 
1958 he became professor at the University of Munich. He received the 
1932 Nobel Prize and the 1933 Max Planck Medal. He is best known for 
the uncertainty principle. During his tenme at Leipzig the list of scholars 
there included Felix Bloch, Ugo Fano, Siegfried Flügge, Friedrich Hund, 
Robert Mulliken, Rudolf Peierls, George Placzek, Isidor Isaac Rabi, Fritz 
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Sauter, John Slater, Edward Teller, John van Vleck, Víctor Weisskopf, 
Carl von Weizsacker and Gregor Wentzel. 

Lenz, Wilhelm (1888- 1957) was born in Hamburg, Germany. He studied 
at the University of Munich under Sommerfeld and received his doctorate 
in 1911. During WWI he served as a radio operator in France and 
received the Iron Cross in 1916. From 1921 until his retirement in 1956 
he was Professor of Theoretical Physics and Director of the Institute 
for Theoretical Physics at the University of Hamburg. At Hamburg he 
trained Ernst Ising and Hans Jensen, and his assistants there included, 
Pauli, Jordan and Unsold. He is best known for his invention of the Ising 
model. 

Runge, Carl David Tolmé (1856- 1927) was born in Bremen, Germany. 
He studied at the University of Berlín under Weierstrass and received his 
Ph.D. in 1880. He was professor at University of Hannover (1886-1904) 
and University of Gottingen (1904- 25). He was doctoral advisor to Max 
Born. He is best known for the Runge- Kutta method. 
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